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CHAPTER 1 

Introduction 

 

  Bio-molecules are complex in nature due to presence of large number of atoms and a 

variety of inter-atomic interactions, like hydrophobic, electrostatic, van der Waals and hydrogen 

bonds. Characterization of bio-molecules and their complexes is a major challenge in biophysical 

and biochemical studies primarily due to involvement of large number of degrees of freedom.1
 

These internal degrees of freedom govern the 3-dimensional arrangement of atoms known as 

bio-molecular conformation. The bio-molecules being intrinsically flexible, conformational 

fluctuations play significant role in governing myriad of biological processes
2-9

. Recently, 

conformational flexibility of bio-molecules has also been used to design hybrid electronic 

devices such as conformational switches
10

. Moreover, electron transfer properties of certain bio-

molecules have been explored to fabricate device applications such as bio-sensors
11, 12

 and bio-

fuel cells
13

 with material science aspect. 

In this thesis, the systems of interest are proteins, its complexes and assemblies. Protein 

molecules form complexes with various ligands like, metal ions, peptides, proteins and numerous 

other bio-molecules. Such complexes perform all kinds of functions ranging from enzyme 

catalysis, photosynthesis to signal transduction to name only a few.
2-4, 14-16

 Nearly one third of 

the known protein structures are capable of binding different metal ions through coordination. 

Such metal-protein complexes are known as metalloproteins.
17

 Under physiological conditions 

metal ions like Na
+
, K

+
, Mg

2+
, Ca

2+
 and Zn

2+
 are abundant while, Mn

2+
, , Ni

2+
, Cu

+/2+
, Fe

2+/3+
 and 

Co
2+/3+

 are trace metal ions. All these metal ions can bind to proteins. Certain features of these 
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metal ions, like small size, positive charge, flexible coordination sphere, specific ligand affinity 

and varying valence states govern their binding properties to specific proteins.
17

 Different ligand 

atoms like oxygen ( O ), nitrogen ( N ) and sulphur ( S ) from amino acid side chain functional 

groups and backbone carbonyl O  generally coordinate with metal ions. Negatively charged 

amino acids like aspartates and glutamates with COO group and cysteines with SCH3 group 

are favored ligands due to charge-charge interactions with the cation. The polar ligands within 

the coordination sphere also show affinity to the metal ions depending on their dipole moment. 

The vicinal environment of cation gets further complicated due to the presence of both 

hydrophobic and basic residues. Thus coordination of metal ions to proteins is characterized by a 

complex interaction between metal ion and diverse amino acids at the metal binding site. 

Another class of protein complex is protein assembly, which is a manifestation of 

protein-protein interactions. Monomeric proteins often form stable aggregates of higher order 

called oligomeric states, which regulate activity of enzymes, ion-channels and receptors.
18, 19

 

Aggregation of proteins also occurs due to protein misfolding. This can lead to numerous 

diseases like Alzheimer‟s, Parkinson‟s, Huntington‟s diseases.
20

 Thus microscopic understanding 

of stability of protein aggregation is important, though not understood well.  

The conformational changes in protein complexes can be as small as simple rotation of 

dihedral angles to large concerted motions like, domain rearrangements (Fig 1.1 a). The 

conformational changes in a protein have been extensively studied through experiments and 

computer simulations. Recent works
21-24

 show that thermodynamics of changes in protein 

conformation can be given by histograms of dihedral angles. The peaks of histogram in two 

conformations are given by Boltzmann factors of effective free energies, while the entropies are 

calculated using the Gibbs formula. One can estimate the metal ion induced conformational 
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thermodynamic changes using the histograms of dihedral angles sampled from equilibrium 

trajectories of all atom molecular dynamics (MD) simulation (see Appendices I and II, chapter 2) 

of the protein in free and in ligand bound states with explicit water and counter-ions to ensure 

electro-neutrality. While the static response of dihedral angles is given by change in the 

histograms, the dynamic response is accessed through dihedral auto-correlation function (DACF) 

25-28
. The DACFs indicate how the fluctuations are correlated over time and yields characteristic 

time-scales of dihedral relaxation. The DACFs,  tC i

R ,  for dihedral angle fluctuations about its 

equilibrium value is calculated as the product of the value of   cos  at some initial time 

 and the value after some time interval t ,   tcos , averaged over a set of initial 

conditions.
28

 However, the power of dihedral angle based description for microscopic 

understanding of protein complexes is yet to be explored. 

 

Fig 1.1. (a) Conformational change of a protein and (b) electronic redistribution upon binding a divalent 

metal ion, M
2+

 . 

 We have applied histogram based method (HBM, Appendix III, chapter 2) to estimate 

conformational thermodynamic changes to address a number of questions in different protein 

complexes:  
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 (1) Prediction of functional residues: α-Lactalbumin (aLA)
29

, a divalent metal ion 

binding protein, comprising of an α-helical domain and a small β-sheet domain
30

 (see Fig 1.2 

(a)), which acts as a carrier for fatty acids, like oleic acid, known to possess cytotoxic activity 

against cancer cell lines
31

. However, the binding sites for fatty acid are largely unknown due to 

unavailability of crystal structure data.
32, 33

 The residues of Ca
2+ 

bound (holo state) aLA, which 

undergo a positive change in free energy are destabilized, while residues undergoing positive 

change in entropy are disordered compared to free (apo state) aLA. We show that such 

destabilized and disordered basic and hydrophobic residues of Ca
2+

-aLA serve as binding site for 

oleic acid.
34

 

 (2) Prediction of structure from known functions: Skeletal muscle Troponin C (TnC) 

is a calcium (Ca
2+

) binding metallo-protein, exhibiting helix-loop-helix EF-hand motif.
35

 The 

crystal structure
36

 of four Ca
2+

 bound TnC reveals a dumbbell shaped structure with two globular 

domains, N-terminal and C-terminal, separated by an extended central helix
37, 38

 (see Fig 1.2 (b)). 

The Ca
2+

 bound terminals of TnC bind Troponin I (TnI) forming a complex that regulates muscle 

contraction and relaxation. 
36

 In order to understand the molecular basis of function of Ca
2+ 

ion 

bound TnC, one needs to have a structure of apo TnC
39

. However, a full molecular structure is 

not available for apo TnC. We show that conformational thermodynamic changes act as a basis 

for selecting thermodynamically favorable model of apo-TnC, hence guiding protein structure 

prediction.
40

 Moreover the destabilized and disordered residues of Ca
2+

 bound TnC with respect 

to the apo-TnC model can explain TnI binding. 

 (3) Stability of oligomeric protein: STY3178 from CT18 strain of Salmonella Typhi is 

only biophysically characterized but detailed structural and functional characterizations are 

absent. STY3178 belongs to yfdX protein family.
41, 42

 Recent experiments show that it exists as a 
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trimer in native state (see Fig 1.2 (e)), which is stable at elevated temperatures and a wide range 

of pH. We analyze stability of oligomerization of monomeric STY3178 using conformational 

thermodynamics.
43

 

 

Fig 1.2.  The systems stuudied in this thesis: (a) aLA, (b) TnC, (c) CaM, (d) CALB and (e) STY3178 trimer. 

We further study the dynamics of dihedral relaxation to understand deviation of rates of 

bio-molecular processes from Stoke‟s behavior.44, 45
  Previous simulation studies show that such 

deviations are accompanied by isomerization of dihedral angles upon ligand binding.
46, 47

 We 

propose a mathematical model (Appendix I, chapter 5) to understand the role of energy barrier in 

governing dihedral angle transitions between isomeric states. 
48

 The dihedral angle relaxation is 

observed to be slow whenever the isomeric states are separated by low energy barrier ( Bf ) with 

a characteristic time-scale, 1 Bf . The underlying physical picture is such that whenever two 

isomeric states are separated by a low energy barrier, frequent barrier crossing events occur as a 

result of which dihedral fluctuations exhibit slow decay profile. Our analysis also shows that 

participation of several dihedral angles with a distribution of barrier heights account for observed 

deviation from Stoke‟s law. We perform MD simulations of different calcium (Ca
2+

) binding 

proteins (see Fig 1.2 (a-d)) to extract the barrier height distribution of dihedral angle 

isomerization states. We find that the distribution shows exponential decay in energy. We also 
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compute dihedral auto-correlation function from MD simulated trajectories, which yields the 

1 Bf  dependence consistent with our modeling results.  

Metal ion coordination leads to electronic redistribution and hence induces polarization 

of protein atoms in the binding region (Fig 1.1 b). In general conformational changes and 

electronic redistribution processes are interdependent. Till date there is no reasonable 

computational method that incorporates simultaneously both aspects for large systems like 

proteins. This leads one to consider the two processes separately. The electron redistribution 

process upon ligand binding is studied through quantum chemical (QC) calculations on a given 

conformation of protein fragment truncated to include only the region of interest. These QC 

calculations are primarily based on density functional theory (DFT, Appendix I, chapter 6)
49

. In 

DFT calculations, the ground state energy of a many-electron system is determined by variation 

of electron QC calculations have been used to investigate stability and reactivity of such protein 

fragments.
17, 50-55

,
17, 56-60

 However, interpretation of such QC results with protein fragments has 

not been very well documented in literature. 

The ligand induced electron redistribution is studied for Ca
2+

 bound calmodulin (CaM) 

through QC calculations. CaM is an EF-hand metallo-protein with four Ca
2+

 ion binding loops 

and participates in signal transduction in eukaryotic cells
9
. The crystal structure

61
 of four Ca

2+
 

bound CaM (see Fig 1.2 (d)) has similar dumbbell shaped structure as in TnC. Several 

experiments indicate that both ligand and non-ligand residues of CaM stabilize coordination 

geometry.
62, 63

 Moreover, tyrosine residues in loop 3 and loop 4 of CaM are involved in 

phosphorylation.
16

 Earlier QC calculations
17, 52, 59, 64-66

 consider only ligand residues due to large 

size of CaM and do not provide any insight on the role of non-ligands. We perform QC 

calculations on isolated Ca
2+

 bound CaM loops with various capping. Our QC calculations based 
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on DFT show that coordination levels are independent of capping details and bring out the role 

of both ligand and non-ligand residues in providing stability to coordination geometry.
67

 We also 

show using neutral capped Ca
2+

 bound loops in implicit solvent DFT calculation that electron 

density at the highest occupied molecular orbital (HOMO) is localized on tyrosine of loop 3, 

indicating a nucleophilic site, a pre-requisite for phosphorylation.
68, 69

 We repeat the QC 

calculations with charged terminals representing Zwitterionic state. The behavior of charged 

terminals is similar to the effect of impurities on ground state energy spectrum and may have 

significance in device applications. We find that the terminal charges do not interfere with the 

nucleophilic character of Y99. We also perform ab-initio QC calculation with explicit water 

molecules in vicinity of protein surface to account for nucleophilic character of tyrosines from 

both loop 3 and loop 4.
70

 

The thesis is organized as follows: We discuss oleic acid binding to Ca
2+

-aLA complex in 

chapter 2.
34

 Chapter 3 describes modeling of apo-TnC missing fragment and selecting the 

thermodynamically favorable conformation.
40

 Chapter 4 shows the conformational 

thermodynamic changes upon protein oligomerization.
43

 The role of internal friction in 

governing dihedral transitions upon Ca
2+

 binding is discussed in chapter 5.
48

 Chapter 6 describes 

DFT based QC calculations on Ca
2+

 bound loops of CaM in vacuum
67

, implicit solvent
68, 69

 and 

those with explicit hydration layer are given in chapter 7. 
70
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CHAPTER 2 

A microscopic insight from conformational 

thermodynamics to functional ligand binding in proteins  

 

2.1 Introduction 

The function of bio-macromolecules, like proteins, is quite often specific to their 

conformational states. Understanding protein functions in a given conformational state from 

microscopic considerations is a major challenge in molecular biology.
1
 Such microscopic insight 

would be a significant advancement not only in understanding variety of bio-molecular 

phenomena, but also in designing bio-molecules with targeted functionalities.  

Ligand binding to a protein changes the protein conformation and hence, modulates its 

function
6
. Recent studies

21-24
 show that thermodynamic contribution due to conformational 

changes play major role in stabilizing protein-ligand complexes. Dihedral angles have been 

widely used as microscopic conformational variables to describe protein conformations in 

theoretical studies
21-24

. The major advantage is that these dihedral angles show only short ranged 

correlations which can be ignored to estimate conformational entropy. A simple and 

computationally-efficient histogram based method (HBM) has been proposed to calculate both 

conformational free energy and entropy changes from the distribution of dihedral angles
21-24

, 

enabling one to look microscopically into the conformational thermodynamics in different 

regions of a protein. Here we illustrate through microscopic conformational thermodynamics, the 

connection between conformational states and functionalities of metalloproteins, where metal 

ions induce conformational changes in the protein. We consider in particular, α-Lactalbumin 
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(aLA), a divalent metal (particularly calcium, Ca
2+

) ion binding metalloprotein, expressed in 

mammary glands during lactation
71

. It participates in a variety of cellular functions, including 

lactose synthesis
72

 and fatty acid binding
73

.  

 aLA comprises of an α-helical domain and a small β-sheet domain separated by a cleft
30

. 

The metal ion free native-apo structure of aLA is stable under neutral pH and physiological salt 

concentration. Calorimetric measurements
74, 75

 suggest that apo-aLA can bind to different 

divalent metal ions including physiologically abundant Ca
2+

 and Mg
2+

 at its metal binding loop 

connecting the two domains, resulting in metal ion bound holo structure. Fluorescence
76, 77

 and 

circular dichroism
71

 studies indicate that these metal ions provide stability to native-apo aLA 

against heat or other denaturing agents
74, 78, 79

 along with change in conformational state, 

characterized by narrowing of interfacial cleft
29

. The Ca
2+

-aLA complex is functional in forming 

regulatory component of lactose synthase enzyme, modulating the activity of catalytic 

component, β-1,4-galactosyltransferase (β4GalT), to promote lactose synthesis.
72

 The crystal 

structure of aLA complexed with β4GalT has been reported.
72, 80

 Mutational studies
81

 indicate 

that aLA binding to β4GalT is mediated through residues from A4 and C-terminal tail 310 helix of 

aLA. 

 Another interesting property of aLA is its ability to form molten globule (MG) 

conformation
30

 in acidic pH upon removal of Ca
2+

. The MG state, having native-apo like 

secondary but fluctuating tertiary structure, is capable of binding to various fatty acids, like oleic 

acid, stearic acid etc
32, 73

. Recently, MG-aLA-oleic acid complex, popularly known as 

XAMLET
82

 (X stands for human, bovine, goat or other species, Alpha-lactalbumin Made LEthal 

to Tumor cells), is found to exhibit cytotoxic activity against cancer cell lines
31

. It has been 

identified that oleic acid is the cytotoxic factor of XAMLET, whereas MG-aLA acts as its 
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carrier
83, 84

. The binding sites for fatty acid are largely unknown due to unavailability of crystal 

structure of MG-aLA-oleic acid complex.
32, 33

 It is still inconclusive whether divalent metal ion 

bound native aLA can bind oleic acid similar to MG state. There are studies which indicate that 

Ca
2+

-aLA can bind to oleic acid
85

, albeit having weaker binding than that in MG state. On other 

hand, there are reports which rule out the existence of fatty acid binding sites in divalent metal 

bound aLA
86

. Further, it has also been shown that Ca
2+

 binding have no effect on the cytotoxic 

activity
84, 87, 88

 of XAMLET.  Since at physiological condition, pH is neutral and there is 

abundance of divalent metal ions like Ca
2+

 and Mg
2+

, it is of paramount interest to understand the 

role of these ions in fatty acid binding to aLA, particularly in context of cytotoxic activities.   

In this chapter
34

 we focus on possible functional behaviours of divalent metal ion bound 

native aLA, highlighting the conformational thermodynamic changes computed from all atom 

molecular dynamics (see Appendices I and II). The conformational states of aLA are 

characterized by radius of gyration showing overall shrinkage of the protein upon metal ion 

binding. We compute free energy changes ( conf

iG ) and entropy changes ( conf

iST ) of (i-th) 

residue in holo state with respect to apo state from histograms of dihedral angles (see Appendix 

III). We relate the thermodynamics to protein functionality: Residues having instability in 

conformational free energy ( conf

iG > 0) in holo form compared to native-apo state, are likely to 

participate in further binding event to attain thermodynamic stability by decreasing its free 

energy. The loss in free energy is further aided by disordering ( conf

iST > 0). Based on these 

criteria, we compare the functionalities between different metal ion bound conformations of 

aLA. 
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2.2 Methods 

Preparation of system 

 The initial configurations are chosen from following protein data bank (PDB) entries: 

1F6R (native-apo bovine aLA) and 1F6S (Ca
2+

-bovine aLA). We considered chain A of both 

1F6R and 1F6S including bound crystal waters for our calculation. Hydrogen is added to both 

these crystal structures. The apo and holo proteins are then solvated in rectangular parallelepiped 

water box of dimensions 78x52x59 Å
3
. Sodium (Na

+
) and chloride (Cl

-
) ions are added to 

achieve a physiological salt concentration of 0.13 M as well as electroneutrality. Mg
2+

-aLA is 

prepared by substituting Ca
2+

 from the cation binding site due to unavailability of crystal or 

NMR structures. We perform energy minimization of 1000 steps and then run 100 nanoseconds 

(ns) long simulations for each of these systems. The details of simulation are given in 

Appendices I and II. 

Radius of gyration calculation 

 Radius of gyration ( gR ) of a molecule is a measure of its dimension. The gR  is 

calculated as average distance of C-alpha atoms from their centre of mass ( CMR


), 





i

i

i

iiCM mrmR /  , where im and 


ir are mass and position vectors of i
th

 C-alpha atom. The 

squared gR is then calculated as: 

   











i

i

i

CMiig mRrmR /

2

2 ,      (2.1) 

gR  is computed for every structure in the ensemble and a histogram is generated for Ca
2+

-, 

Mg
2+

- and native-apo aLA.  
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Equilibrium correlations and Thermodynamics 

The correlation between any two dihedral angles a  of a th residue and b' of b th 

residue is defined as
89

 

 babasC 'coscos'coscos)('   ,    (2.2) 

where bas   is separation between residue locations. The angular brackets denote ensemble 

average. If such equilibrium dihedral correlations are insignificant then the dihedrals are 

independent. The details of thermodynamic calculation are given in Appendix III. 

Docking studies 

 The average structures of Ca
2+

-aLA and Mg
2+

-aLA are calculated from respective 

equilibrated trajectories. The structure of β4GalT is segregated from aLA-β4GalT complex (PDB 

ID: 1NKH). HADDOCK
90, 91

 is used for docking Ca
2+

/ Mg
2+

-aLA complexes with β4GalT 

molecule. The docking protocol
90

 consists of three stages, namely, a rigid body energy 

minimization, torsion angle refinement and finally explicit solvent refinement. We bias the 

docking procedure by considering destabilized C-terminal residues of Ca
2+

-aLA and F280, Y286, 

Q288, Y289, F360 and I363 of β4GalT
72, 80

 (known from crystal structure) as active residues for 

binding. The resulting docked structures are sorted by minimum energy criteria and root mean 

square deviation (RMSD) clustering. Interface of the docked complex is analyzed based on Cα 

distance (5Å) between residues from binding partners. Oleic acid molecule is segregated from 

PDB ID: 1LFO. The Ca
2+

/ Mg
2+

-aLA complexes are used as receptor for oleic acid molecule in 

docking process performed with PatchDock algorithm
92, 93

 based on shape complementarity 

principle. We bias the docking by considering destabilized basic and hydrophobic residues. The 

interfaces of docked complexes are analyzed based on distance (5Å) between carbon atoms of 

oleic acid and Cα atoms of aLA residues.  
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2.3 Results 

 The X-ray crystal structure
29

 of Ca
2+

 ion bound aLA is shown in Fig 2.1 (a). The 

equilibration of our simulation is ensured through root mean square deviation (RMSD) plots of 

native-apo, Ca
2+

- and Mg
2+

-aLA as illustrated in Fig. 2.1(b). We characterize the conformational 

states of aLA through its radius of gyration, gR  (see Eq. (2.1), Methods). The probability 

distributions of gR ,  
gRP  are shown in Fig 2.1(c).  

gRP  of native-apo aLA shows a peak at 

Fig. 2.1(a) The crystal structure of α-

Lactalbumin (aLA), showing the α-helical 

(A1-A4) and the β-sheet (B1-B3) domains 

separated by interfacial cleft and connected by 

the Ca
2+

 (red) binding loop. The β4GalT 

binding site is shown in green. The putative 

oleic acid binding sites are formed by the 

interfacial residues (blue) and the residues 

from the A1 and A2 helices (red). (b) The 

backbone rmsd of native-apo, Ca
2+

- and Mg
2+

-

aLA. (c) The distribution of radius of gyration 

(  
gRP ) of native-apo, Ca

2+
- and Mg

2+
-aLA. 

(d) The equilibrium dihedral correlations, 

)(sC  and )(
11

sC   of Ca
2+

-aLA.  

 

 

14.3 Å. Metal ion binding leads to an overall shrinking of the metallo-protein complex. The peak 

of  
gRP  for Ca

2+
-aLA is 14.1 Å, while that of Mg

2+
-aLA is 14.0 Å. The larger shrinkage of 

Mg
2+

-aLA complex compared to Ca
2+

-aLA, is due to enhanced electrostatic attraction by higher 

charge density on smaller Mg
2+

 ion. 

The dihedral angles, 4321 ,,,,,  and 5 , for all three cases are computed from 

these equilibrated trajectories. The equilibrium dihedral correlations (Eq. (2.2), Methods) 

corresponding to these simulated structures of aLA are found to be short ranged as reported in 
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previous studies 
94-96

. For example, backbone dihedrals  of two residues separated by a 

distance s , )(sC  and that of side chain dihedral 1 , )(
11

sC    are short ranged, as shown for 

Ca
2+

-aLA (Fig. 2.1(d)). Similar short ranged correlation is also observed in case of Mg
2+

-aLA. 

We ignore such short range correlations as in the earlier studies
22, 24, 94

 and treat the dihedrals as 

independent conformational variables.  

We compute histograms, representing equilibrium distributions for dihedral angles of 

each residues. The convergence of equilibrium dihedral angle distributions is a pre-requisite to 

thermodynamic calculations 
97, 98

 and illustrated in Fig 2.2. We randomly generate five samples 

 

Fig 2.2. The convergence of representative equilibrium dihedral distributions, (a) D84- , (b) H32- 1 , (c) 

H107- 1  and (d) I95- 1 corresponding to five samples generated randomly from the 80-100 ns trajectory, for 

apo- (i), Ca
2+

- (ii) and Mg
2+

-aLA (iii). 
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of 1000 conformations each from the equilibrated 80-100 ns trajectory for native-apo and holo 

complexes. We show a few sample dihedral distributions for D84-  (Fig 2.2 a(i)-(iii)), H32-

1 (Fig 2.2 b(i)-(iii)), H107- 1 (Fig 2.2 c(i)-(iii)) and I95- 1 (Fig 2.2 d(i)-(iii)) corresponding to 

apo-, Ca
2+

-, Mg
2+

-aLA complexes, respectively. The equilibrium dihedral distributions 

corresponding to these samples show significant overlap with total ensemble. The histograms 

show only small sample to sample fluctuations ( %10 ), indicating convergence of dihedral 

angle distributions. 

Conformational free energy change for residue i  ( conf

iG ) is calculated from the 

histograms and corresponding entropy change ( conf

iST ) (see Appendix III), by adding individual 

dihedral contributions of a given residue. A negative change in conformational free 

energy, conf

iG  with respect to native-apo state indicates conformational stability, whereas that in 

conf

iST represents conformational ordering. The thermodynamic changes at each protein residue 

( i ) for different metal bound forms are illustrated in Fig. 2.3. 

 

Fig. 2.3. The conformational thermodynamic changes are illustrated on the structure of aLA. The plots 

represent (a) 
conf

iG , (b) 
conf

iST on Ca
2+

-aLA; (c) 
conf

iG  and (d) 
conf

iST  on Mg
2+

-aLA complex. 

Stabilized/ordered residues are illustrated in green and destabilized/disordered residues in red, while residues 

in white indicate marginal change in conformational thermodynamics. 
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Table 2.1. Total conformational thermodynamic changes (kJ/mol) in Ca
2+

- and Mg
2+

-aLA. 

 

 

 

 We show free energetically stabilized residues in green and destabilized ones in red. 

Similarly ordered residues are shown in green and disordered residues in red. Rest of the residues 

in white indicate marginal change (~ 2 kJ/mol) in thermodynamic parameters. conf

iG and 

conf

iST  plots for Ca
2+

-aLA are shown in Figs. 2.3(a) and 2.3(b) respectively. Figs. 2.3(c) and 

2.3(d) represents similar quantities corresponding to Mg
2+

-aLA complex. The overall change in 

conformational thermodynamics upon metal ion binding with respect to native-apo aLA, 

obtained by adding all dihedral contributions, is shown in Table. 2.1. Mg
2+

 binding to apo-aLA 

induces larger conformational stability and ordering compared to Ca
2+

 binding. 

We now examine the residues with destabilization in conformational free energy in the 

holo states compared to native-apo state. Such residues are likely to participate in further binding 

events in order to get conformational stability by reducing conformational free energy. Further, if 

these residues are also disordered i.e. flexible in holo state compared to apo state, being in 

thermodynamically favourable condition, the stability in free energy can be achieved with low 

enthalpy cost. We show the data for conformational thermodynamic changes of such residues in 

Figs. 2.4(a)-(d). We shall first consider β4GalT binding residues of aLA and then the basic and 

hydrophobic residues which may pose as putative binding residues for oleic acid.  

A. β4GalT binding site 

 Mutational studies indicate involvement of C-terminal hydrophobic A106, L110 and 

W118, polar Q117 and basic H107 in the interaction between aLA and β4GalT 
81

. Mutagenesis of 

these residues leads to complete loss in lactose synthase activity, while partial loss (3 to 30 

 conf

totalG  conf

totalST  conf

totalH  

Ca
2+

-aLA -20 -92 -112 

Mg
2+

-aLA -36 -156 -192 
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times) in activity has been reported due to mutations of acidic D116 and hydrophobic L119
81

. 

The conformational thermodynamic changes of β4GalT binding residues upon Ca
2+

 binding are 

shown in Fig. 2.4(a) including D116 and L119. L119 shows largest destabilization and 

disordering followed by W118, Q117 and D116. However, the binding residues from A4 helix, 

L110, H107 and A106 show increasing stability. Fig. 2.4(b) illustrates the effect of Mg
2+ 

binding 

on β4GalT binding residues. L119 is destabilized but ordered in Mg
2+

-aLA unlike that in Ca
2+

-

aLA. W118, Q117 and D116, destabilized and disordered in Ca
2+

-aLA, undergo stabilization and 

ordering upon Mg
2+ 

binding. H107 gains more stability and ordering, compared to that induced 

by Ca
2+

 binding. A106, although less stabilized in Mg
2+

-aLA, shows similar ordering for both 

metal ions. 

 

 

 

 

 

 

 

 

 

Fig. 2.4. The conformational thermodynamic changes at the β4GalT binding residues are illustrated for (a) 

Ca
2+

-aLA and (b) Mg
2+

-aLA. Conformational thermodynamic changes of basic and hydrophobic residues 

which can aid in oleic acid binding to (c) Ca
2+

-aLA and (d) Mg
2+

-aLA. 

B. Fatty acid binding residues  

Fatty acids being amphipathic in nature with negatively charged carboxylate (COO
-
) 

head-groups and long hydrophobic tail, complexation of fatty acids with aLA is driven by both 
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electrostatic and hydrophobic interactions
33, 83

. Experimental studies
33

 suggest that putative 

binding sites for oleic acid lie between A1 and A2 helices and interfacial cleft (see Fig. 2.1(a)). 

The destabilized residues from Ca
2+

-aLA, which can pose as a binding profile to fatty acids, are 

illustrated in Fig. 2.4(c). These residues include K5, H32, F9, I59, W60 and I95. Both H32 and 

K5 are destabilized and disordered. F9 undergoes large disordering in Ca
2+

-aLA. The largest 

destabilization is observed for I95 along with enhanced flexibility. I59 is also destabilized and 

disordered, while W60 is destabilized but ordered. Fig. 2.4(d) illustrates the residues of Mg
2+

-

aLA which undergo destabilization compared to native-apo aLA. The conformational 

thermodynamic changes indicate gain in flexibility of H32 albeit less upon Mg
2+

 binding 

compared to Ca
2+

-aLA. Unlike Ca
2+

-aLA, basic R10 and K16 get destabilized and disordered. 

The hydrophobic F9 undergoes destabilization and disordering, however, to a lesser extent 

compared to that in Ca
2+

-aLA. I59 is destabilized with marginal ordering compared to Ca
2+

-aLA. 

W60 undergoes maximum destabilization and enhanced flexibility.  

C. β4GalT docking 

 A biased docking analysis has been carried out with Ca
2+

-aLA and β4GalT considering 

D116, Q117, W118 and L119 as active residues of Ca
2+

-aLA. The interface of docked Ca
2+

-aLA-

β4GalT complex is given in Fig. 2.5 (a). The side chains of acidic D116 and that of basic K367 

of β4GalT are within a distance of 4.8Å. The polar Q117 is found to lie in vicinity (~5Å) of polar 

N323 and T366 and hydrophobic F327, I363, A364 and basic H365 of β4GalT. Other interfacial 

residues from Ca
2+

-aLA, namely, W118 and L119 show hydrophobic interactions with F360, 

I363, A364 and Q288, Y322 respectively. Among the A4 helix residues stabilized upon Ca
2+

 

binding, L110 is within 6Å distance of H365 from β4GalT, with its side chain pointing towards 

the interface, as observed in crystal structure. The side chain of L110 acts like a hinge, which 
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probably signifies that the distal A4 helix residues get kinetically trapped in binding 

conformation with β4GalT residues. The differences between interfaces of docked and crystal 

structure are primarily due to kinetically controlled residues, which are not captured entirely in 

docking analysis. Nonetheless, overall similarities in the two interfaces suggest that destabilized 

and disordered residues provide thermodynamic stability to Ca
2+

-aLA-β4GalT complex. Since 

Mg
2+ 

binding to native-apo aLA leads to conformational stability and ordering to all residues of 

C-terminal (see Fig. 2.4(b)), the binding of β4GalT is not thermodynamically stabilized. 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.5 (a). Zoomed view of the interface of the energy minimized docked Ca
2+

-aLA-β4GalT complex. (b) The 

energy minimization plots corresponding to oleic acid complexes with native-apo aLA, Ca
2+

-aLA and Mg
2+

-

aLA. The energy minimized docked (c) Ca
2+

-aLA-oleic acid complex and (d) Mg
2+

-aLA-oleic acid complex.   
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D. Oleic acid docking  

 We perform docking analysis of Ca
2+

-aLA with oleic acid. Since electrostatic interaction 

is energetically predominant, we bias the docking process with destabilized basic residues of 

Ca
2+

-aLA, namely, K5 and H32. The resulting docked complex is energy minimized in presence 

of explicit solvent (data shown in Fig. 2.5 (b)), and the optimized structure is shown in Fig. 2.5 

(c). We find that negatively charged head group of oleic acid is stabilized through electrostatic 

interactions with side chain imidazole ring of basic H32 (separation ~ 5.0 Å). The long 

hydrophobic tail of oleic acid extends towards the interfacial cleft. This long tail is further 

stabilized through hydrophobic interactions with W104, I95, I59 and W60. Here I95, I59 and 

W60 are destabilized hydrophobic residues of Ca
2+

-aLA complex (see Fig. 2.4(c)). The aromatic 

side chain of W104 lies at a distance of 5.4 Å from oleic acid tail. Since W104 is a stabilized 

residue, it is likely to have kinetic role in binding, similar to that of L110 in case of β4GalT 

binding. Although the docking is biased through destabilized basic residues only, docking results 

are consistent with destabilized hydrophobic residues as well. 

Similarly for Mg
2+

-aLA, oleic acid docking is biased through destabilized R10, K16 and 

H32 (see Fig. 2.4(d)). The energy minimized docked Mg
2+

-aLA-oleic acid complex is illustrated 

in Fig. 2.5(d). Again the negatively charged head group of oleic acid is stabilized by side chain 

imidazole ring of basic H32. The hydrophobic tail encounters side chains of W104, I59 and W60. 

However, number of destabilized hydrophobic residues being less in Mg
2+

-aLA when compared 

to Ca
2+

-aLA, the stability of Mg
2+

-aLA-oleic acid complex is less, as evident from the energy 

values (see Fig. 2.5 (b)). 

We repeat the docking analysis with all destabilized basic and hydrophobic residues of 

Ca
2+

-aLA. The docked structures are same as that found by biasing through the basic residues 
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only. This shows that electrostatic interaction plays a dominant role in oleic acid binding to Ca
2+

-

aLA. Our results are in agreement to recent studies on electrostatic interactions playing critical 

role in functional ligand binding and folding of aLA
99-101

. In spite of biasing the docking with 

more than one basic residue, we find that the head group of oleic acid stabilizes near H32 and no 

other destabilized basic residues, like K5. This is probably so, for the hydrophobic residues near 

K5 are buried and hence cannot stabilize oleic acid tail. The presence of destabilized 

hydrophobic residues near H32 makes it favourable for both electrostatic and hydrophobic 

interactions between Ca
2+

-aLA and oleic acid, rendering oleic acid binding specific to H32. Our 

results are in agreement to reported putative oleic acid binding site in the interfacial cleft
33

. 

We further dock the average simulated structure of native-apo aLA to oleic acid without 

any bias. Top ten docked complexes show that head group of oleic acid stabilizes near different 

basic residues of aLA. The oleic acid tail gets oriented towards hydrophobic residues in vicinity 

of the docked basic residues. All the docked complexes show similar energy after minimization 

irrespective of oleic acid binding region or orientation. We show energy values upon 

minimization (Fig. 2.5(b)) for one of the docked complexes, in which the head group of oleic 

acid points towards the side chain of H32. The tail is stabilized through hydrophobic interactions 

with A109 and L110 of native-apo aLA. The minimum energy for native-apo aLA-oleic acid 

complex is much higher than Ca
2+

-aLA-oleic acid complex but lower than Mg
2+

-aLA-oleic acid 

complex. Thus we find that oleic acid binding to Ca
2+

-aLA is more favourable compared to 

either native-apo or Mg
2+

 bound aLA, binding being weakest in Mg
2+

-aLA complex. 

Functional sites are often conserved through evolution in a protein family. We use the 

primary sequence of bovine aLA as query sequence for protein Basic Local Alignment Search 

Tool (BLAST)
102

. We manually select 36 sequences of aLA from BLAST search corresponding 
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to different mammalian species and perform a multiple sequence alignment using Clustal 

Omega
103

. We observe that basic H32 along with hydrophobic residues like W60, I95 and W104 

are highly conserved across the aLA sequences. However, the other hydrophobic residue, I59 is 

weakly conserved (see Fig 2.6). 

Existing computational methodologies
104

 for identification of functional residues rely on 

either structure or sequence based data, which do not have strong thermodynamic basis. For 

instance, a functional site is characterized by a set of distance constraints or existence of pockets 

and clefts on protein surfaces. A different genre of methods includes graph theoretic approach, 

that transforms a protein into a graphical network, where amino acids are represented as nodes 

and interactions as edges
105

. Such networks are then compared to various motifs and graph 

similarity measures to identify functional sites. It has been observed that high network centrality 

corresponds to functional sites in proteins.
105

 The dynamics of protein governs its functional role 

and hence functional residues are often identified through larger root-mean-square fluctuations 

compared to other parts of the protein
106

. Unlike the existing methods, our method for 

understanding the functionality is based on the sound thermodynamic criteria. 

2.4 Conclusion 

In conclusion, we have related conformational thermodynamic changes with functionality 

of metal ion bound aLA. We identify the thermodynamically destabilized and disordered residues 

as putative binding sites of protein with ligands. We verify the role of these residues via docking 

and force field minimization. Our analysis show that β4GalT binds thermodynamically to Ca
2+

-

aLA complex via C-terminal tail residues like D116, Q117, W118 and L119, as suggested by 

mutational study. But no such thermodynamically favourable binding can be identified in case of 

Mg
2+

-aLA complex. We predict that Ca
2+

-aLA can bind to oleic acid through basic H32 of A2 
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helix and hydrophobic residues, namely, I59, W60 and I95 of interfacial cleft, with H32 playing 

a specific role. The stabilized residue W104 seems to play kinetic role in binding process. Oleic 

acid binding is much weaker for Mg
2+

-aLA complex. The overall shrinkage of aLA upon Mg
2+

 

binding may lead to reduced activity of the metallo-protein complex. Since equilibrium dihedral 

angle distributions can be readily extracted from simulated trajectories, our analysis may be 

easily extended to compare functionalities of bio-macromolecules in different conformational 

states.  
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Fig. 2.6. Multiple Sequence Alignment of aLA sequences from different species. The predicted oleic acid 

binding residues, H32, W60, I95 and W104 are conserved; however, I59 shows weak conservation across the 

sequences. 
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Appendix I 

Molecular dynamics (MD) simulation algorithm
107

 

 Let 

Nr =







 

Nrrr ,....., 21 and


Np = 






 

Nppp ,....., 21 denote the position and momentum 

vectors of the Ni ,.....,2,1 atoms/particles in a 3-dimensional system, where the mass of 

thi particle is im  and the total force acting on it at time, t  is 


iF . Assuming that the N point 

particles interact through a conservative pair potential,  
ijrV , depending only on the pair 

separation,


 jiij rrr , the force acting on particle i  due to another particle, j  is given by 

 
ijiij rVf 



. The total force acting on thi  particle is ijfF
N

j

iji 




,
1

 and the total potential 

energy of the system is sum over all pairs,  
ijrV , where each pair interaction is calculated only 

once. The total kinetic energy is expressed as, 











 N

i

ii

N mppK
1

2

2/ . The Newton‟s equation 

of motion for each particle can then be written as 


 iii Fr
dt

d
m

2

2

. In MD simulation the new 

positions and velocities for each atom is calculated by integrating the equation of motion in 

forward time. The integration leads to new position,  ttri 


 at time, tt   in terms of known 

position,  tri



 at previous time, t . For this purpose the Verlet algorithm
108

 is used based on 

Taylor series expansion about the positions,  tri



 as      
  22 t

m

tF
ttrtrttr

i

i
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



 . The 

velocity is obtained using the formula,  
   

t

ttrttr
tv ii

i




2







. With the updated positions 
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the forces are re-calculated and the system evolves with time. 

Periodic boundary condition and minimum image convention 

 In order to minimize finite size effects, boundary conditions are applied to simulations. 

This is done by replicating the simulation box in all directions, thereby making the simulated 

system infinite. The periodic boundary conditions ensure that particles in the central simulation 

box are surrounded by image particles residing in the periodic replica boxes and as soon as a 

particle moves out of the central box, its periodic image re-enters through the opposite face into 

the central box during the course of simulation. The minimum image convention guarantees that 

each atom interacts only with the nearest atom or image in the periodic array. 

Appendix II 

Force field and simulation details 

 The interaction between the atoms constitutes the basis of force-fields. The form of the 

potential energy function is taken directly from CHARMM27 and given by the following 

equation
109

 

 
 

 

  

    

 

  

    

 

 

  

The first term in the energy function accounts for the bond stretches where Bk   is the bond force 

constant and 0bb   is the distance from equilibrium that the atom has moved. The second term 

in the equation accounts for the bond angles where k  is the angle force constant and 0   is 
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the angle from equilibrium between 3 bonded atoms. The third term is for the dihedrals 

where k  is the dihedral force constant,  is the multiplicity of the function,   is the dihedral 

angle and   is the phase shift. The fourth term accounts for the impropers, that is out of plane 

bending, where k  is the force constant and 0   is the out of plane angle. The Urey-Bradley 

component (cross-term accounting for angle bending using 1,3 nonbonded interactions) 

comprises the fifth term, where  Uk  is the respective force constant and U  is the distance 

between the 1,3 atoms in the harmonic potential. Nonbonded interactions between pairs of 

atoms are represented by the last two terms. By definition, the nonbonded forces are only applied 

to atom pairs separated by at least three bonds. The van Der Waals (VDW) energy is calculated 

with a standard 12-6 Lennard-Jones potential and the electrostatic energy with a Coulombic 

potential.  

 Bonded interactions only involve next neighbours, so they are cheap in terms of computer 

time. For the non-bonded energy (LJ, electrostatic) it is customary to introduce a cut-off beyond 

which interactions are ignored. This is a reasonable approximation for the vdW (= LJ) 

interactions, which decay rapidly for large distances.  

Particle Mesh Ewald 

 For periodic systems Ewald summation method is employed for electrostatic part. Long 

range forces have spatial interaction that fall off no faster than 

dr , d being the dimensionality 

of the system. Dipole-dipole and charge-charge interactions are such long range forces which 

pose serious complications in computer simulations. These long range interactions are treated via 

the Ewald summation
110

 method which includes the interaction of the ion or molecule with all its 

periodic images. It is mandatory to ensure electo-neutrality of the system prior to Ewald 

summation. During the course of simulation the charge distribution in the central box constitutes 



35 
 

the unit cell for a neutral lattice extending throughout space. Each point charge in the system is 

surrounded by a Gaussian type charge distribution of equal magnitude and opposite sign 

spreading out radially from the charge. The distribution screens the interaction between 

neighboring charges. The screened interactions are short ranged and the total screening potential 

is computed through sum over all atoms of in the central box and their images in real space 

lattice of replica boxes. Further a cancelling charge distribution of same shape but with same 

sign of the original point charge is added such that the overall potential reduces down to that of 

the original charge. 

 Prior to MD simulation we solvate the proteins with explicit water and add counter ions 

like sodium and chloride to ensure electro-neutrality. The MD simulations of different proteins in 

explicit water are performed with the NAMD
111

 program at 310 K and 1 atm pressure in 

isothermal-isobaric (NPT) ensemble using periodic boundary conditions and 1 femto-second 

time-step. The CHARMM27
109

 force field and the TIP3P water model have been used in these 

simulations. The long ranged electrostatic interactions are treated by particle-mesh Ewald 

method. The equilibration of simulations is ensured from the root mean squared deviation 

(RMSD) plots. 

Appendix III 

Histogram Based Method (HBM) for computing the thermodynamics 

We consider the equilibrated ensemble of structures for further calculation. We compute 

all the dihedral angles of the protein and generate individual distributions for each of them. A 

detailed description of the HBM is reported in a recent study
23

. The normalized probability 

distribution of a protein dihedral  in a given conformational state iC  is given by the histogram 

)(iC
H . The peaks of the histograms represent the equilibrium value of the dihedral angles. The 
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equilibrium free energy change associated with any protein dihedral  upon transition from 

conformational state 1C  to 2C  is defined as 

 )](/)(ln[)( 12

maxmax  CC

B

conf HHTkG  ,     (1) 

where „max‟ denotes the peak value. The conformational entropy for a dihedral in a given 

conformational state iC is estimated using the Gibbs entropy formula,  

  )(ln)()(  ii

i

C

j

j

C

jB

conf

C HHkS  ,    (2) 

where the sum over j  indicates that over the histogram bins.  Therefore, the entropy change for 

the given dihedral between any two conformational states is denoted by the difference,  

  )()()(
12

 conf

C

conf

C

conf SSS  .     (3) 

The thermodynamic variables of conformational changes are additive owing to the independent 

distribution of dihedral angles. The thermodynamic changes of a residue are given by adding the 

constituent backbone and side chain dihedral contributions and the overall change is calculated 

by adding the individual residue contributions. 
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CHAPTER 3 

Conformational thermodynamics guided structural 

reconstruction of bio-molecular fragments 

  

3.1 Introduction 

 Quite often bio-molecular structure is only partially resolved due to either experimental 

limitations or internal flexibility. This results in missing coordinates of fragments in the 

molecular structure. Such fragments in proteins are commonly long loops or partially structured 

regions. In depth understanding of bio-molecular function remains elusive in absence of 

complete structure. 

 Present methods implemented to model missing fragments can be broadly classified into 

two categories
112

: (i) Ab-initio (de-novo) technique where extensive sampling of conformational 

space through Monte Carlo and/or molecular dynamics (MD) simulation is performed for a given 

sequence of missing fragment. (ii) Comparative (homology) modelling based on template 

identification from structural databases (e.g. PDB) having similarity with the missing target 

sequence 
113

. The template is then used as a restraint to generate a viable conformation of 

missing fragment, followed by side chain optimization and energy minimization. The de-novo 

method works well for generating loop conformations for large missing fragments
114

. On other 

hand, success of homology modelling heavily relies on target-template sequence alignment. 

           Sometimes choice of modelling protocol is not obvious in particular when dealing with 

partially structured fragments. We consider the example of skeletal Troponin C (TnC). It is a 
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calcium (Ca
2+

) binding metallo-protein, exhibiting a helix-loop-helix EF-hand metal ion binding 

motif
35

, involved in Ca
2+

 dependent regulation of muscle contraction and relaxation process. The 

crystal structure of four Ca
2+

 bound TnC (PDB id 1YTZ)
36

 reveals a dumbbell shaped structure 

with two globular domains, N-terminal (EF hand sites 1 and 2) and C-terminal (EF-hand sites 3 

and 4) separated by an extended central helix
37, 38

 (F74-D105). TnC in vivo forms a part of 

hetero-trimeric Troponin complex where TnI and TnT are the other binding partners. While TnT 

interacts only with TnI, the latter binds directly to TnC to both N- and C- terminal domains in 

presence of four Ca
2+ 

ions (4Ca
2+

-TnC). However, TnI interacts only with C-terminal domain in 

the partial (C-terminal) metal ion bound TnC (2Ca
2+

-TnC, 2Mg
2+

-TnC). N-terminal residues (1-

47) of TnI remain bound to the C-terminal domain of 2Ca
2+

-TnC in muscle relaxation phase. 

During muscle contraction both N-terminal and C-terminal (117-131) of TnI binds to the C-

terminal and the N-terminal domains of 4Ca
2+

-TnC, respectively. 

 No molecular structure is available for metal ion free (apo) TnC. The structure of apo-

TnC is essential to understand the molecular basis of function of metal
 
ion bound TnC

39
. 

Previous studies using circular dichroism and fluorescence on isolated domains of metal ion free 

TnC indicate that isolated N-domain is more structured compared to C-domain
115

. Small angle 

X-ray scattering (SAXS) and dynamic light scattering (DLS) measurements indicate an extended 

conformation of Ca
2+

 bound TnC compared to apo form. The central linker is hypothesized to be 

flexible in apo-TnC allowing inter-domain mobility
116

. The flexibility of this linker can be 

captured by a loop like structure resulting from de-novo method. However, flexibility does not 

necessarily exclude partial structures. For instance, similar proteins in the EF-hand family like 

calmodulin exhibits a broken central helix linker in apo state
117

. Similarly, nuclear magnetic 

resonance (NMR) structure of Ca
2+

 saturated TnC shows flexible linker with broken helix 
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conformation. Thus a possible structured model of the linker cannot be ruled out. Hence, it might 

be important to apply both modelling protocols for apo-TnC and then compare their relative 

merits to represent the apo-TnC conformation. More specifically, can one select a model which 

represents the missing part more reliably? This question is particularly subtle in case of large 

molecules like a protein, where the atoms are subject to strongly heterogeneous interaction. The 

free energy landscapes for such systems are highly rugged
118

 so that the true equilibrium state 

may not be accessible starting from any arbitrary initial conformation within reasonable 

computation time. 

 Although structural fragments modelled via de-novo or homology methods can be refined 

by a variety of existing techniques 
119, 120

, yet there is no method to the best of our knowledge to 

compare the merit of different modelled structures to represent conformations of a missing 

region. We propose a systematic way
40

 for comparing ensembles of conformations generated by 

different existing modelling protocols. Our method selects the thermodynamically favourable 

conformation based on differences in conformational thermodynamic quantities. The interplay 

between conformation and function of a protein has been examined in chapter 2 using HBM
34

 

(Appendix III, chapter 2). A negative change in conformational free energy indicates 

stabilization, while that in entropy reflects conformational ordering. Similarly, residues 

undergoing positive change in free energy are destabilized and that in entropy are disordered. 

Generally destabilized and disordered residues participate in functional ligand binding
34

 in a 

certain conformational state when compared to another. In the same token performance of 

different apo conformations generated using various protocols may also be compared from 

known functional perspectives, using this principle. 
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3.2 Methods  

Preparation of initial models of apo-TnC 

In the absence of a full length apo-TnC structure, it can only be modelled based on 

available partial or metal ion saturated (2Mg
2+

-, 2Mn
2+

-, 2Cd
2+

-, 2Ca
2+

-, 4Ca
2+

-) TnC structures 

by depleting the metal ions. SAXS and DLS experiments have confirmed a collapsed apo-TnC 

conformation with flexible central linker
116

. A flexible central linker is indicated in the X-ray 

crystal structure of Mg
2+

 ion bound TnC (PDB id 1YV0)
36

 from chicken skeletal muscle. 

However, residues M85 to E95 corresponding to central helix are missing in the 1YV0 structure. 

We model a full length apo-TnC structure by depleting the two Mg
2+

 ions from C-terminal 

domain of 1YV0 structure and adding the eleven missing residues of central helix.  

The missing fragment of M85 to E95 is constructed via (i) de-novo (model A) and (ii) template 

based homology (model B) modelling. The de-novo based model A is prepared in Swiss PDB 

Viewer
121

, where missing residues are added one-by-one onto the carboxy terminus of Q84 and 

finally ligated to the amino terminus of E96. In order to optimize the geometry of each added 

residue, a vacuum energy minimization is performed at every step using the implemented 

GROMOS96 force field. The template based model B is prepared by ligating the fragment of 

residues M85-E95 from manganese (2Mn
2+

-) bound TnC (PDB id 1NCY)
122

 in place of the 

missing residues in 1YV0 followed by energy minimization in vacuum. We consider 1YV0 and 

1NCY in modelling apo-TnC to avoid any Ca
2+

 induced bias. 

The initial conformations of both 2Ca
2+

-TnC and 4Ca
2+

-TnC from chicken skeletal 

muscle are taken from the PDB entries 1TOP
123

 and 1YTZ
36

, respectively. Hydrogen atoms are 

added to each of the four systems and then solvated in a rectangular parallelepiped water box. 

The systems are neutralized through addition of sodium (Na
+
) and chloride (Cl

-
) ions and MD 
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simulations are performed using standard protocols defined in Appendices I and II, chapter 2.   

Docking studies 

The average structures for both 2Ca
2+

-TnC and 4Ca
2+

-TnC are calculated from their 

respective equilibrated trajectories. The structure of TnI is obtained from crystal structure PDB 

id: 1YTZ. The PDB coordinates of N- and C-fragments of TnI consists of E3-H47 and M116-

K131, respectively. The 2Ca
2+

-TnC and the 4Ca
2+

-TnC are used as receptor for TnI fragments in 

the docking procedure performed with Autodock4
124

. We bias the docking by considering 

destabilized and disordered residues in 2Ca
2+

-TnC and 4Ca
2+

-TnC as flexible. The resulting 

docked complexes are sorted by minimum energy criteria and root mean square deviation 

(RMSD) clustering. The interfaces of the docked complexes are analyzed based on distance 

restraints of ~ 5Å between the binding partners. We further minimize the docked complexes in 

explicit solvent. 

BLAST 

 Basic Local Alignment Search Tool (BLAST) 
102

 is an algorithm to compare amino acid 

sequences of different proteins. A BLAST search enables one to compare a query sequence with 

a library or database of sequences, and identify library sequences that resemble the query 

sequence above a certain threshold. To run the software, BLAST requires a query sequence to 

search for, and a sequence to search against (also called the target sequence) or a sequence 

database containing multiple such sequences. BLAST will find sub-sequences in the database 

which are similar to sub sequences in the query. BLAST searches for high scoring sequence 

alignments between query sequence and existing sequences in the database using a heuristic 

approach. 

 

https://en.wikipedia.org/wiki/Database
https://en.wikipedia.org/wiki/Sequence_alignment
https://en.wikipedia.org/wiki/Sequence_alignment
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3.3 Results 

A. Comparison of apo-TnC models 

 The average conformations from respective ensembles (model A, Fig 3.1 i and model B, 

Fig 3.1 ii) are generated for each model through structural alignment and averaging the atomic 

coordinates. The first 6 out of 11 modelled residues in the fragment M85 to E95 are fused with 

helix d  in model A. In contrast, the modelled fragment connecting helix d in N-terminal and 

helix e in C-terminal shows helical structure in model B except at terminal residues. The 

calculated radius of gyration, gR ~ 16.7 Å for model A and ~ 18.7 Å for model B, are similar to 

reported SAXS and DLS values ( gR ~ 18.3 Å)
116

. 

 

Fig 3.1. The ensemble averaged conformations of (i) model A and (ii) model B of apo-TnC. The modelled 

fragment (M85-E95) of central helix is encircled. 

 The equilibrium probability distributions of backbone dihedral angles are shown in Fig 

3.2 for a representative set of residues belonging to the modelled region of central helix. We 

denote the equilibrium dihedral distributions as  A

iP  (solid line) and  A

iP (dashed line) 
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corresponding to backbone dihedral angles   and  of the thi residue in model A and similarly 

 B

iP  and  B

iP for model B. We use the histograms corresponding to equilibrium 

distributions of dihedral angles of model A and model B to calculate conformational 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.2. Equilibrium distributions of backbone dihedral angles,  A

iP  (black solid line),  A

iP  (black 

dashed line) of (a) M85, (b) K90, (c) G91 in model A and similarly  B

iP  (black solid line),  B

iP  (black 

dashed line) of (d) M85, (e) K90, (f) G91 in model B. The insets represent the corresponding  - scatter-

plots, where helix conformation is shown in black dots and loop conformation in grey. 

 

thermodynamics. Conformational free energy change of model B with respect to model A 
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associated with a particular dihedral is calculated as ratio of peaks of equilibrium dihedral angle 

distribution in model B to that in model A and conformational entropy change using the Gibb‟s 

formula (Appendix III, chapter 2). The stabilized residues in model B with respect to model A 

are shown in green, while the destabilized residues in yellow (Fig 3.3a (i)). Similarly, the ordered 

residues are coloured green and the disordered ones yellow (Fig 3.3a (ii)). The N-terminal 

domain comprising of residues 3-80 is observed to be more stabilized and ordered ( conf

terNG   = -

32.8 kJ/mol, conf

terNST   = -65.8 kJ/mol) compared to C-terminal domain residues 97-161 

( conf

terCG  = -19.8 kJ/mol, conf

terCST   = -25.5 kJ/mol) in model B, in agreement to experimental 

results
115

. Overall we find that the ensemble of model B is more stable and ordered in 

conformational free energy (-58.5 kJ/mol) and entropy (-119.0 kJ/mol) with respect to the 

ensemble of model A. The backbone dihedral angles in model B contribute more towards overall 

stability in free energy (>50%) and the side chains dihedrals predominantly contribute to 

conformational ordering (>75%). The gain in stability in conformational free energy of model B 

with respect to model A indicates that model B is a better representative of ensemble of 

conformations of apo-TnC. 

 We now probe if secondary and tertiary structural features can make a reasonable 

distinction between these two models. The secondary structure of the modelled fragment of 

residues, M85-E95 show characteristic differences between model A and model B. The scatter-

plots in the insets of Fig 3.2 represent sampling of backbone dihedral conformational space and 

differentiate helical conformation (black) from loop-like (gray). The backbone dihedral 

distributions  A

MP 85 and  A

MP 85  (Fig 3.2a) show single peak at =-55° and =-35° 

respectively, characteristic of helix like conformation. The  - scatter-plot of M85 (inset Fig 
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3.2a) also confirms helix-like conformation. The distributions  A

KP 90 and  A

KP 90  (Fig 3.2b) are 

both bimodal. The peak at =-55° and =-25° corresponds to helix, while the peak at =-85° and 

=-5° implies loop-like conformational state. The scatter-plot of K90 (inset Fig 3.2b) exhibits 

two distinct clusters corresponding to both helix and loop conformations in model A. The 

probability distributions of backbone dihedral angles  A

GP 91 and  A

GP 91  (Fig 3.2c) are 

characteristic of loop conformation with peaks at =-65° and =-5°. The corresponding scatter-

plot of G91 (inset Fig 3.2c) in model A indicates large clustering in loop region. The equilibrium 

distributions  B

MP 85 and  B

MP 85  (Fig 3.2d) show single peak at =-105° and =15°. The  -  

scatter-plot of M85 in model B (inset Fig 3.2d) predominantly shows loop conformation. The 

backbone dihedral distributions  B

KP 90 and  B

KP 90  (Fig 3.2e) shows characteristic of helix like 

conformation. The scatter-plot of K90 in model B (inset Fig 3.2e) has clustering in helical 

region. The peaks of  B

GP 91 and  B

GP 91  (Fig 3.2f) corresponds to helical structure which is also 

evident from the -  cluster for G91 in model B (inset Fig 3.2f). 

 We calculate the helical propensity of individual modelled residues, summarized in Table 

3.1, from scatter-plots as the ratio of population in helical region to total population. M85, K86, 

E87, D88 and A89 in model A predominantly acquire helical conformation. K90 samples both 

helix and loop-like conformations, albeit slightly larger population for helix. On other hand, 

G91, K92 and S93 show decreasing propensity for helix and preference to loop conformation, 

while E94 and E95 adopt loop-like conformation. Thus ~45% of the residues in the modelled 

region prefer loop conformation in model A. On other hand in model B, M85 has exclusively 

loop-like conformation. K86, E87, D88, A89, K90, G91, K92, and S93 show strong propensity 

for helix. E94 has nearly 60% while E95 has ~40% helical propensity. The ensemble for model B 
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shows preference for helical conformation in the modelled region except for terminal residues. 

 

Fig 3.3. (a) Conformational thermodynamic changes in model B with respect to model A, illustrating (i) 

stabilized (green) and destabilized (yellow) residues (ii) ordered (green) and disordered (yellow) residues. (b) 

The energy minimized 2Ca
2+

-TnC-TnI docked complex where the destabilized and disordered interfacial 

residues of 2Ca
2+

-TnC with respect to apo model B are shown in red. (c) The energy minimized 4Ca
2+

-TnC-

TnI docked complex where the destabilized and disordered interfacial residues of 4Ca
2+

-TnC with respect to 

apo model B are shown in red. The N- and C-terminal TnI fragments: TnI (N) and TnI (C) are shown in cyan. 

(i) and (ii) in (b) and (c) show the 180° rotated view. The N and C domains of TnC are marked by TnC (N) 

and TnC (C) respectively. 
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Table 3.1. Helix propensity (%) of the modelled residues in model A and model B of apo-TnC. 

RESIDUE Model A Model B 

M85 97.3 0.1 

K86 98.1 97.5 

E87 98.7 95.4 

D88 97.7 96.6 

A89 91.3 98.6 

K90 59.7 96.3 

G91 34.5 88.4 

K92 26.0 94.8 

S93 19.4 92.8 

E94 ~0 63.4 

E95 ~0 43.1 

    

 In order to identify any preferred conformation of the modelled fragment residues we 

compare conformations in other proteins. For this we consider the sequence of modelled residues 

as a query sequence to search for similar sequences from PDB whose structures are known. We 

perform a thorough protein Basic Local Alignment Search Tool (BLAST)
102

 search with the 

query sequence “QMKEDAKGKSEEE” including immediate flanking residues for both termini 

of the modelled fragment. The search yields several homologous sequences with variable 

similarity and length compared to the query sequence including sequences from TnC. We find 55 

sequences from PDB having 30%-80% similarity with the query sequence excluding the TnC 

hits. 

 We assign the secondary structures from DSSP for these 55 PDB entries and calculate 

their frequencies for acquiring helical conformation. The data for E87, D88, E94 and E95 are 

statistically significant. Table 3.2 shows that these residues have high preference for helix like 

conformation. In the ensemble of model A, E87 and D88 acquire helical conformation but E94 

and E95 show loop conformation (Table 3.1). Model B shows that all these residues acquire 
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predominantly helical structure except E95 which show slightly higher propensity for loop like 

conformation. Thus model B produces better representation of structural preferences shown by 

similar sequence of residues in PDB when compared to model A. 

    Table 3.2. Frequency percentage of secondary structure. 

 

RESIDUE HELIX (%) BETA (%) LOOP (%) 

 E87 65  0  35 

 D88 58  9  33 

 E94 85 7.5 7.5 

 E95 88  8  4 

 E96 88  8  4 

 

B. Functional implications of Ca
2+

 ion bound TnC  

 We determine TnC-TnI interfacial residues from 1YTZ structure applying a 5Å cut-off 

atomic distance (backbone and side-chain non-hydrogen atoms) criterion between residues of 

TnC and TnI. 

 We compute the thermodynamics of conformational changes in 2Ca
2+

-TnC with respect 

to both model A and model B of apo-TnC. There are 4 residues both destabilized and disordered 

at N-terminal and 8 such residues at C-terminal binding interface of 2Ca
2+

-TnC with respect to 

model A. We denote these residues as set A, which includes 3 hydrophobic residues, V128, 

M157 and V160 at the C-terminal domain. There are 16 residues both destabilized and 

disordered at the C-terminal interface and 3 at the N-terminal interface of 2Ca
2+

-TnC when 

compared to apo model B. We denote these destabilized residues as set B (Fig 3.3b) where 

majority of the residues are hydrophobic, L97, I103, L121, V128, F150, F153, M157 and V160 

and belong to the C-terminal domain.  

 The residues of both set A and B are used as bias for docking 2Ca
2+

-TnC with N- and C-

terminal binding fragments of TnI. The two docked complexes are then energy minimized in 

explicit solvent. We find that docking biased with set B has a lower energy than that with set A. 
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Fig 3.3b shows that the N-terminal TnI fragment (R13 to A33), TnI (N), binds to the C-terminal 

domain of 2Ca
2+

-TnC, while its C-terminal fragment, TnI (C) remains 15 Å far from the 

hydrophobic core of N-domain of 2Ca
2+

-TnC, consistent with experimental observations. In the 

docked complex, I103 of 2Ca
2+

-TnC interacts with A25 and I29 of TnI (N); M157, V160 (2Ca
2+

-

TnC) interacts with M21, L22 of TnI (N). Electrostatic interaction exists between R102, E127, 

D133 (2Ca
2+

-TnC) and E32, R14, K18 of TnI (N). Thus TnI binding to 2Ca
2+

-TnC can be 

understood when apo-TnC conformation is represented by the ensemble of model B.  

 To understand further aspects of Ca
2+

 bound TnC, the conformational thermodynamic 

changes of 4Ca
2+

-TnC are computed with respect to apo model B. The N-terminal and C-

terminal domains of 4Ca
2+

-TnC harbour residues which are both destabilized and disordered (Fig 

3.3c). For instance, such residues in N-terminal interface are hydrophobic, F12, F21, A23, A24, 

F28 and M80, polar, S14, Q50 and acidic E63. Similarly, in C-terminal domain hydrophobic 

residues I103, I120, L121, A123, V128, F150, F153 and V160, polar C100, T124, S140 and 

acidic E126, D132, D135, D139 are destabilized as well as disordered. The enhanced disorder in 

the residues comes predominantly from exposed side-chains of hydrophobic residues in 

agreement with bio-chemical
125

 and NMR
126-129

 studies.  

 These destabilized and disordered residues from the two domains are considered for 

docking TnI fragments with 4Ca
2+

-TnC. The docked complex is subsequently energy minimized 

and shown in Fig 3.3c. We find that TnI (N) docks near C-terminal domain of 4Ca
2+

-TnC and 

TnI (C) near N-terminal of 4Ca
2+

-TnC. Predominant hydrophobic contacts are observed between 

the binding partners involving destabilized and disordered hydrophobic residues of 4Ca
2+

-TnC. 

For instance, the N-terminal residues A23, A24, M27, F28, M47 and L48 of 4Ca
2+

-TnC show 

hydrophobic interaction with A118, M121, L122, L125 and L126 of TnI (C). The acidic residues, 
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E16 and E20 of 4Ca
2+

-TnC show electrostatic interaction with basic K129 and K131 of TnI (C). 

At C-terminal domain of 4Ca
2+

-TnC, I103, F104, I120, M156 and M157 make hydrophobic 

contact with M21, L22, L24, A25, V26 and I29 of TnI (N), while E126 of 4Ca
2+

-TnC interacts 

with R13 of TnI (N).  

C. Comparison with apo-TnC models from different servers 

 There are several molecular structure modelling servers based on homology or de-novo 

methods. We model full apo-TnC conformation through popular servers like Rosetta
130

, 

RaptorX
131

 and ModLoop
132

 for homology modelling. The predicted model from Rosetta uses 

the template of 2Ca
2+

-TnC (PDB id: 1TOP) while that from RaptorX uses the template 2Cd
2+

-

TnC (PDB id: 1NCX). The constructed models from Rosetta and RaptorX exhibit an elongated 

dumb-bell shaped conformation with extended central helix (Fig 3.4) in contrast to collapsed 

conformation of apo-TnC
116

. We further build the missing fragment of apo-TnC based on the 

template, PDB id 1YV0 as a loop using the ModLoop
132

 server. The resulting structure shows a 

collapsed conformation. 

 

Fig 3.4. Homology based models of apo-TnC from (i) Rosetta using PDB template 1TOP, (ii) RaptorX using 

PDB template 1NCX, (iii) ModLoop using PDB template 1YV0. The central linker residues M85-E95 are 

coloured in black. 

D. Conformational thermodynamic comparison of ModLoop model 

 Since the ModLoop model shows a collapsed apo-TnC conformation similar to model A 

and model B, we perform MD simulation using this model in order to refine the structure and 



51 
 

generate an ensemble for further comparison. The radius of gyration, gR ~21.7 Å is in contrast to 

experiment ( gR ~ 18.3 Å)
116

 and that of model B ( gR ~ 18.7 Å). The overall conformational 

thermodynamic changes indicate the ensemble of ModLoop model is destabilized compared to 

ensemble of model B. We also retrieve functional implications of 2Ca
2+

-TnC through its 

conformational thermodynamic changes with respect to the ensemble of ModLoop model. The 

number of destabilized and disordered residues in N-domain (12) and C-domain (11) of 2Ca
2+

-

TnC are similar, with majority being hydrophobic residues. We bias the docking of N- and C-

terminal fragments of TnI to 2Ca
2+

-TnC through these destabilized and disordered residues. 

However, the docked complex (see Fig 3.5) shows an improper binding mode in contrast to 

experiments, where TnI-N binds to the N-domain of TnC and TnI-C to the C-terminal domain of 

2Ca
2+

-TnC. Thus, model B represents a better apo-TnC conformation than the ModLoop model. 

       

Fig 3.5. The energy minimized 2Ca
2+

-TnC-TnI docked complex where the destabilized and disordered 

interfacial residues of 2Ca
2+

-TnC with respect to the ModLoop model are shown in red. 

E. Chemical shifts 

 Our calculations using HBM indicates that model B is thermodynamically a favourable 

conformation for apo-TnC. The central linker in model B, between N and C domains has a 
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broken helical structure similar to that found in apo-calmodulin
117

. The simulated ensembles of 

2Ca
2+

-TnC and 4Ca
2+

-TnC indicate a complete helical structure in that region similar to the PDB 

crystal structures
36, 123

. The Ca
2+ 

ion saturated structure of TnC (PDB id 1TNW) 
128, 129

 derived 

from NMR, however, show the linker region to have a flexible structure. In order to understand 

these differences in structures of central linker region of TnC we calculate backbone (N, Cα) 

chemical shifts for linker residues from SHIFTX2
133

 using the ensemble averaged structures of 

4Ca
2+

-TnC, 2Ca
2+

-TnC, model A and model B.  

 The calculated chemical shifts of
 15

N amide ( N15 ) and 
13

Cα (  C13 ) are shown in Fig 

3.6a and 3.6b respectively. The chemical shifts are plotted residue wise along with 

experimentally reported values for Ca
2+

 saturated TnC
128, 129

. The calculated values N15 and 

 C13 for central linker residues (M85-E95) of 4Ca
2+

-TnC show reasonable match with 

experimentally reported chemical shift values. This agreement indicates that central linker 

residues M85 to E95 share similar environment in the simulated and the NMR structure despite 

their structural differences.  The calculated N15 (Fig 3.6a) and  C13 (Fig 3.6b) values for the 

central linker residues of 4Ca
2+

-TnC and 2Ca
2+

-TnC are almost identical, as expected from the 

structural similarity in the region.  

 We find significant differences (~ 5ppm) in  N15  and  C13  between the predicted 

chemical shifts of the two apo models A and B. Both N15  and  C13 of M85 in model B is 

upfield shifted (lower chemical shift value) compared to model A. The upfield shifts observed at 

times are reported due to solvent exposure or random coil like conformation
134-136

 of residues. 

We find that M85 of model B is not only exposed to solvent in the ensemble but also show high 

propensity for random coil (Table 3.1). On the other hand M85 is buried in a hydrophobic pocket 

generated by L13, M17 and F21 and also acquire helical conformation in model A. Further, 
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N15 of K92 and  C13 of S93 in model B show significant downfield shift (~ 3-4 ppm) with 

respect to model A. These residues are exposed to solvent in model A, while they remain in close 

proximity to E8, A11 and F12 in model B.  

    

Fig 3.6. Chemical shift values of (a) 
N15  (b) 

 C13
 for linker residues: reported from NMR structure  

4Ca
2+

-TnC, (PDB id 1TNW) (circle) and calculated from simulated structures of 4Ca
2+

-TnC (diamond), 

2Ca
2+

-TnC (square), model A (down-triangle) and model B (up-triangle). 
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3.4 Conclusion 

 In conclusion we show based on conformational thermodynamics that the central linker 

region of Ca
2+

 ion free skeletal muscle TnC has a broken helical conformation. This structure 

explains TnI binding to Ca
2+

 ion bound TnC. Our method provides a basis for selecting 

thermodynamically favourable conformation of a missing fragment in a protein if the modelling 

protocol for such fragment is not necessarily unique. Such method can be generalized to provide 

valuable insight into any bio-molecular structure from known functional perspective even in 

absence of molecular structure in a particular state. 
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CHAPTER 4 

Conformational thermodynamic changes upon protein 

oligomerization 

  

4.1 Introduction 

             Protein aggregation is a manifestation of protein-protein interactions. Monomeric 

proteins often form stable aggregates of higher order called oligomeric states. Proteins like, actin 

and glutamate dehydrogenase exist in an aggregated state under native conditions. Such naturally 

occuring aggregates are essential for their proper functioning in regulating muscle movement and 

enzymatic activity, respectively.
18, 19

 Another class of protein aggregation occurs due to protein 

misfolding and is often termed as unwanted aggregation state. Such unwanted aggregation as 

known for several proteins, like, α-synuclein, amyloid β, polyglutamine and prions results in loss 

of protein function.
137

 This can lead to numerous diseases like Alzheimer‟s, Parkinson‟s, 

Huntington‟s and prion diseases.
20

 Thus the microscopic understanding of protein aggregation is 

important though not understood well. In this chapter we show how the conformmational 

thermodynamics data may help to understand stability of protein oligomers. 

 Salmonella Typhi (S. Typhi) is a pathogenic gram negative bacterium responsible for the 

cause of typhoid fever. 
138-141

 Several strains of this bacterium exist with various degrees of 

virulence, like that of antibiotic resistance. 
142-144

 These strains of S. Typhi posses relatively 

uncharacterized yet important proteins belonging to yfdX family. Recently one such yfdX 

protein, STY3178 from multidrug resistant CT18 strain of S. Typhi 
143, 144

 has been characterized 

through biophysical techniques. This protein exists in a trimeric folded state of oligomerization 
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in solution
42

 as confirmed by dynamic light scattering (DLS) and size exclusion chromatography 

experiments. STY3178 is reported to be stable at high temperatures and undergoes reversible 

thermal unfolding as well
41

. Further studies
43

 indicate stability of the trimeric conformation of 

STY3178 for a wide range of pH.  

 The molecular structure of STY3178 is yet to be resolved. Owing to the absence of 

experimentally resolved structure of STY3178, a model monomer structure has been proposed 

based on homology modelling with respect to a template protein from K. pneumoniae (PDB id 

3DZA). A symmetric trimeric assembly is generated by docking three such monomers, where 

each subunit shares two interfaces with the other two monomers.
41, 42

 The interfacial residues are 

similar across the three subunits and harbours acidic, basic, polar and hydrophobic residues. 

 In this chapter
43

, we understand the stability of trimeric oligomerization state of 

STY3178 from conformational thermodynamic changes of trimeric state with respect to 

monomer, using MD simulated trajectories. The conformational thermodynamic changes indicate 

oligomerization induced large gain in stability and ordering. The interfacial residues contribute 

predominantly to these changes, specially the acid-base pairs forming salt bridges between 

individual monomer subunits. The conformational thermodynamic changes account for observed 

stability at various pH in agreement to experimental observations. 

4.2 Methods 

 MD simulation of 400 ns is performed for the modelled conformations of STY3178 

monomer and trimer keeping the total number of atoms in both systems same using standard 

protocols (see Appendices I and II, chapter 2). Dihedral angle distributions are generated from 

equilibrated trajectories of both systems and conformational thermodynamic changes are 

estimated (as in Appendix III, chapter 2). 
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4.3 Results 

A. Conformational thermodynamic changes  

The conformational free energy and entropy changes are calculated from the equilibrium 

distributions of dihedral angles for each of the three sub-units (denoted by A, B and C) of trimer 

with respect to the monomer (Table 4.1). We find that the aggregation of STY3178 into the 

trimeric assembly induces large conformational stability and ordering with respect to the 

monomer. The three monomeric subunits within the assembly undergo similar gain in 

conformational stability and ordering. Owing to limited sampling we find small differences in 

free energy and entropy changes within the three monomeric subunits. Fig 4.1 (a) shows the 

distribution of conformational free energy changes having a predominance of stabilized residues 

(green) compared to few destabilized (red) residues. The conformational entropy changes (Fig 

4.1 b) indicate that most of the residues undergo conformational ordering (green) with sparsely 

distributed disordered residues (red). 

Table 4.1. Conformational free energy (
confG ) and entropy (

confST ) changes (in kJ/mol) of STY3178 

trimer with respect to monomer. 

Chain id confG  
confST  

A -55.0 -345.4 

B -61.9 -308.6 

C -64.4 -276.6 

The conformational thermodynamic changes of the interfacial residues are calculated as 

an average over the three subunits (see Table 4.2). We find three salt bridges at the interface: 

D24-K163, D85-K118 and E161-K122. These residues contributing to salt bridge formation 

show negative changes in both free energy and entropy. The large ordering of these acidic and 

basic residues indicates loss of flexibility due to salt bridge formation. The trimeric interface 

shows overall gain in stability (Fig 4.1 c) and ordering (Fig 4.1 d). We find that the acidic and 
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basic residues at the interface contribute largely to lower both conformational free energy and 

entropy followed by polar and hydrophobic residues. The interfacial thermodynamics changes 

indicate that inter-chain salt bridges between acidic and basic residues tend to stabilize the 

trimeric assembly. The overall conformational thermodynamic changes along with the interfacial 

thermodynamics complement the experimentally observed stability of the trimeric assembly. 

 

Fig 4.1. The conformational thermodynamic 

changes of STY3178 trimer with respect to 

monomer showing (a) changes in free energy, 

conf

iG  for stabilized (green) and destabilized 

(red) residues and (b) changes in entropy, 

conf

iST  for ordered (green) and disordered 

(red) residues. The contributions of interfacial 

residues to changes in (d) free energy, 

conf

erfaceGint and (e) entropy, 
conf

erfaceST int  of the 

trimeric assembly averaged over three chains.  

 

B. Comparison with experiments 

The experimentally observed stability of STY3178 trimer assembly at high temperatures 

and a wide range of pH can be understood in the following way: The conformational 

thermodynamic changes at interfacial residues indicate that inter-chain acid-base interactions 

predominantly contribute to stability of the trimeric complex. Such acid-base interactions lead to 

formation of salt bridges, which remain unaffected at high temperatures. The surface exposed 

acidic and basic residues get affected through changes in their protonation state upon changes in 

pH. The trimeric assembly harbours only a few such surface exposed acidic (D99, E138, D176 

and D181) and basic (K25 and K112) residues. This may be the reason that the trimeric assembly 
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remains stable across a wide range of pH starting from acidic to alkaline medium. 

Table 4.2. Conformational thermodynamic changes (in kJ/mol) of interfacial residues averaged over three 

subunits. 

Residue  conf

iG  
conf

iST  Residue conf

iG  
conf

iST  

D24 -1.2 -4.5 Q146 0 -2.3 

W31 -0.06 -0.7 Q147 -0.2 -0.7 

R35 -0.09 -1.1 R149 0 -2.3 

M39 -1.4 -0.7 K150 -0.75 -0.9 

R41 -1.05 -0.4 T153 -0.2 -2 

F42 -0.9 -4.2 T154 -0.3 -0.2 

F45 -1.6 -3 E161 -0.5 -5.2 

N46 -1 -6.3 G162 -0.04 -0.2 

D85 -0.6 -5.8 K163 -0.8 -8 

I90 0.07 0.2 Y164 -1 -4.4 

N91 -0.2 -2.25 Y165 -1.3 -8.7 

S92 0 -0.3 Q166 -1 -7.5 

S93 -0.08 -0.2 Q175 0.06 0 

N114 0.09 -0.4 S184 0.8 0.6 

M117 -0.7 -4.1 V185 0.7 1.2 

K118 -0.9 -7.4 E187 0.3 0.04 

K122 -1.25 -9.1 S188 -0.4 -1.4 

 

4.4 Conclusions 

 We perform MD simulation of trimer and monomer conformations of STY3178 and 

estimate the conformational free energy and entropy changes of the former with respect to the 

latter. Computational results indicate aggregation induced stability and ordering of STY3178 

trimer through salt bridge interactions. This accounts for stability of aggregation state in presence 

of chaotropes and under different pH conditions. Our method can be immediately applied to 

understand stability of bio-molecular aggregation comparing histograms of dihedral angles. 
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CHAPTER 5 

Static and dynamic response of microscopic 

conformational variables of ligand binding residues in 

different proteins  

  

5.1 Introduction 

 The rate of chemical processes in a medium generally shows inverse dependence on 

medium viscosity, 1  known as the Stoke‟s behaviour.
44, 45

 However, marked deviations from 

the Stoke‟s law have been reported in many experiments with bio-molecular systems.
145-161

 For 

instance, rate of folding of many peptides show    dependence with  < 1. The rates of 

catalysis
146, 154, 159

 of enzymes and ligand binding rates
151

 report both   < 1 and  >1.  For 

peptide folding cases where deviations from Stoke‟s behaviour have been observed, detailed 

simulation studies reveal characteristic involvement of internal degrees of freedom, like dihedral 

angles
22-24, 34

. Dihedral angles undergo transitions between isomeric states as conformational 

state of the protein changes.
6, 23

 These isomeric states are separated by energy barriers, also 

termed as internal friction
46, 47

. Since protein function is modulated by conformational 

changes
162

, it is pertinent to ask: Can the diverse experimental reports on deviations of rates from 

Stoke‟s behaviour be unified in terms of dihedral transitions? Here we address this question 

which is expected to throw light to microscopic mechanisms of kinetics of variety of bio-

molecular processes. 
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 In this chapter
48

, we propose a mathematical model (see Methods and Appendix I) to 

understand the role of energy barrier in governing dihedral angle transitions between isomeric 

states. We find that dihedral angle relaxation is slow whenever the isomeric states are separated 

by low energy barrier ( Bf ) with a characteristic time-scale, 1 Bf . We further show that 

participation of several dihedral angles with a distribution of barrier heights account for observed 

deviation from Stoke‟s law. We perform MD simulations of different calcium (Ca
2+

) binding 

proteins to extract the barrier height distribution of the dihedral angle isomerisation states. We 

find that the distribution shows exponential decay in energy. We also compute dihedral auto-

correlation function from the MD simulated trajectories, which yields the 1 Bf  dependence 

consistent with our modelling results.  

5.2 Methods 

 We perform explicit solvent MD simulation using standard protocols (see Appendix I and 

II, chapter 2) for (i) calmodulin (CaM)
22, 23

, (ii) troponin C (TnC)
40

, (iii) α-Lactalbumin (aLA)
34

 

and (iv) calbindin (CALB).  

Radius of gyration 

 The radius of gyration, gR is calculated as the average distance of the C-α atoms from 

their centre of mass ( CMR


), 



i

i

i

iiCM mrmR /  , where im and 


ir are the mass and position 

vectors of the i
th

 C-α atom. The squared gR  is then calculated as: 

   











i

i

i

CMiig mRrmR /

2

2 ,    (1) 

The gR  corresponding to the calcium binding loops is computed for every structure in the 
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ensemble and a histogram is generated for each of the loops in the apo and the holo states. 

Dihedral autocorrelation function 

 We compute the histograms of the dihedral angles, ,  and 1  of the loop residues, 

from the ensemble. The dihedral auto-correlation function (DACF) in time, 

 
   

  2coscos

)cos)(coscos(cos











t
tC     (2) 

of fluctuations of any dihedral  is calculated for a set of initial conditions  with 01.0t  ns. 

The  cos  and  tcos  terms are the cosine values of the dihedral   at some initial time 

  and after some time interval t , while cos is the time-averaged cosine value of the dihedral 

angle
28, 163

. The outer angular brackets indicate averaging over the initial conditions chosen from 

the equilibrated trajectory. The DACFs from MD trajectory are computed as follows: 

For any given time-difference t = |t2 – t1|, we compute the product from the series of 

conformations starting with the i
th

 initial condition Ai (t2, t1) = 

).cos)()(coscos)((cos 12   tt
 
The average Ai (t2, t1) is computed over all possible 

combinations of t1 and t2 in the given time series giving rise to same t. We then choose several 

initial conditions from various parts of the trajectory to calculate 

 12 ,ttC  = 
i

i ttA
n

),(
1

12                           (3)                                

where n is the number of independent initial conditions. The stationarity of the system in the 

equilibrium allows considering t1 = 0 and t2 = t, leading to  tC .  The computation is done till 

 tC  approaches zero for sufficiently large t. 
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Mathematical modelling 

 We formulate a mathematical model to relate the equilibrium bimodal dihedral 

distributions to the corresponding DACFs. The dynamics of dihedral angles can be modelled 

through the Langevin equation of a damped oscillator
28, 163

.  

   )(
0

tftk
f

I B 





        (4) 

where, )(t is the torsional displacement, I is the moment of inertia about the torsional axis, Bf  

is the energy barrier between transition from one peak to other of a bimodal distribution, 

I

k
0 is the vibrational frequency and k is the associated force constant. The )(tf is random 

torque due to environmental fluctuations and considered as Gaussian noise. The detailed algebra 

is shown in Appendix I. 
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5.3 Results  

We work out a mathematical model to understand the role of energy barrier in governing 

dihedral angle transitions from one isomeric state to another. We also perform MD simulations of 

different calcium (Ca
2+

) binding proteins in apo and holo state to support the mathematical 

model. 

A. Mathematical Model 

We characterize the dynamics of dihedral angles in the presence of an energy barrier.  We 

consider a free energy profile of a dihedral   having two minima, one primary and the other 

secondary, separated by a barrier, Bf  (see Fig 5.1 for schematic). Let us consider the situation 

that the dihedral angle undergoes isomerisation by transition from the primary minimum to the 

secondary one. The barrier hinders the motion which can be considered as frictional force, given 

by 
0
Bf

where 1

0

  is a typical time-scale associated with the attempts to cross the barrier in 

presence of thermal noise )(tf . The noise, )(tf  is taken to have Gaussian statistics.  

 

Fig 5.1. Schematic representation of free energy 

profile of a dihedral,   having a primary and a 

secondary minima separated by an energy 

barrier, Bf . 

 

 

The dynamical characteristic is given in terms of auto-correlation function
28

,    0 t  

in time. The function reflects how the values of a dihedral angle at time „ t ‟ is correlated to its 
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initial value. Physically, it describes the decay behaviour of dihedral angle dynamics, namely, for 

a given dihedral angle at its primary minima, it reflects the time-scale of transition to its 

secondary minima across an energy barrier. We calculate the auto-correlation function (see 

Appendix I) from the Langevin equation,      ttAt n
 sin)exp(0  . Here  












0

2

Bf

k
 

denotes the overall decay time of dihedral fluctuations and 0

2

2
1  








k

f B
n , k being the 

force constant given by the inverse width at the primary peak. Here, n  is a finite number if 

kfB 2 and becomes imaginary for large barrier ( kfB 2 ). Thus the sinusoidal oscillation with 

frequency, n  represents the barrier crossing events between two isomeric states. 

 Now we consider a binding process involving a pair of bio-molecules with internal 

degrees of freedom given by their respective dihedral angles. Let the binding event be 

accompanied by isomerisation of dihedral angles at the region of binding. These two bio-

molecules approach each other in presence of a solvent, governed by diffusion controlled rate,   

inversely proportional to solvent viscosity (~ 1 ).We have shown that the dihedral relaxation 

time-scale across barrier separated isomerisation states is given by . Hence, the rate of dihedral 

angle isomerisation will be 1 . The total time for overall process is given by,   11  tott . 

 Suppose a large number of dihedral angles at the binding region undergo isomerisation in 

the process via various energy barriers, which contributes to the overall time scale of binding 

process. Let the energy barriers have a probability distribution,  Bfp . The overall time scale is 

then given by integrating over the distribution of barrier heights,  
1

0

2











  k

f
fpdft B

BBtot


. 

The integration yields a dependence of overall time-scale, ~tott  (see Appendix I), if the 
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barrier height distribution shows a power law behaviour which falls off algebraically, 

   BB ffp . Another interesting situation arises for exponential distribution, 

  






 



B

B

f
fp exp  where   is a decay constant in energy. This yields a time-scale 2~tott  in 

the high viscosity regime (see Appendix I). Physically, the overall time scale is governed by the 

convolution over all the individual dihedral angle relaxation in combination with solvent 

viscosity mediated diffusion.  

B. Distribution of barrier heights from MD simulations  

 Our mathematical analysis shows that the distribution  of barrier heights separating the 

isomeric states of dihedrals decide the overall dependence of binding rate on viscosity. We 

examine the barrier heights between isomeric states of dihedral angles of binding residues in an 

important class of biomolecular process called molecular recognition of ligand binding to 

proteins
8, 164-167

. The different models for molecular recognition of protein-ligand systems 

include Fischer‟s „lock and key‟
168

 (LK), Koshland‟s „induced fit‟
169

 (IF) and conformational 

selection
170-172

 (CS). The LK model states that the ligand-free conformation of the protein is 

capable of binding to the ligand without undergoing any conformational change. According to 

the IF mechanism, ligand binding induces conformational changes in the protein leading to 

stability of the complex. However, experimental evidences
173

 suggest that proteins intrinsically 

span a wide range of conformations in the ligand free state and the ligand chooses a 

conformational state compatible to its binding through the CS mechanism. Recent developments 

in this field indicate a hybrid recognition mechanism where CS is followed by an adjustment 

through IF (CS-IF)
174

. 

 Radius of gyration distribution: We consider a simple case of ligand binding, specially 

calcium (Ca
2+

) ion binding to different metallo-proteins, like calmodulin (CaM)
67

, calbindin 



67 
 

(CALB)
175, 176

, skeletal muscle Troponin C (TnC)
36

 and alpha-Lactalbumin (aLA)
29

. The nature 

of Ca
2+

 ion binding residues in all these proteins is similar, either acidic or polar. All atom MD 

simulations are performed for both Ca
2+

 ion free (apo) and bound (holo) proteins. We specify the  

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.2. The equilibrium distributions of radius of gyration )( i

gRP of Ca
2+

 binding loops in apo (solid line) 

and holo (dotted line) states of proteins ""i , namely CaM, TnC, aLA and CALB. (a)  1LCaM

gRP 
 in 

red,  2LCaM

gRP 
 in green,  3LCaM

gRP 
 in blue and  4LCaM

gRP 
 in brown. (b)  1LTnC

gRP 
 in red 

and  2LTnC

gRP 
 in green. (c)  1LaLA

gRP 
 in red (d).  1LCALB

gRP 
 in red and  2LCALB

gRP 
in green. 

conformational states through equilibrium distribution of radius of gyration (  
gRP ) of the Ca

2+
 

ion binding loops in both apo and holo states. We find that the mean gR  in holo state is always 

smaller compared to that in apo state due to strong electrostatic interaction between the Ca
2+

 ion 

and acidic residues of these loops.  1LCaM

gRP 
 (Fig 5.2 a) shows a bimodal apo state distribution 

with a major peak at 7.3 Å and a minor peak at 6.4 Å. The holo state distribution, in contrast, 

shows a single sharp peak at 5.8 Å in the vicinity of the less populated apo peak, indicating CS-
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IF. On other hand, the distributions,  2LCaM

gRP 
,  3LCaM

gRP 
 and  4LCaM

gRP 
 show a new 

conformational state upon Ca
2+

 ion binding, indicative of the IF mechanism. The distribution of 

radius of gyration of both loop 1 and loop 2 in TnC (Fig 5.2 b) indicate conformational changes 

governed by IF mechanism upon Ca
2+

 ion binding. In contrast,  1LaLA

gRP 
 exhibits sharp single 

peak in both apo and holo-aLA with minor shift of 0.2 Å, indicating LK mode of recognition 

(Fig 5.2 c). The  1LCALB

gRP 
 (Fig 5.2 d) in apo state shows maxima around 7.8 Å with a shoulder 

at 8.2 Å indicating presence of two populations. The holo state population shows a new peak at 

5.8 Å with a tail extending towards the apo population. The apo state distribution of the other 

CALB loop,  2LCALB

gRP 
 shows a single peak around 6.8 Å. In the holo state we find a primary 

maxima at about 5.6 Å and another secondary peak at 6.4 Å. The holo state distributions 

 1LCALB

gRP 
 and  2LCALB

gRP 
indicate new conformation through IF mechanism (Fig 5.2 d). 

Although the conformational states of the loops change upon metal ion binding, the secondary 

structural elements remain largely unchanged (Fig 5.3 for representative Ramachandran plots). 

 

Fig 5.3. Ramachandran plot of different calcium binding residues in apo (black) and holo (grey) state of 

proteins: CaM, TnC, aLA and CALB. 



69 
 

 Dihedral angle distribution: However, we observe changes in dihedral angles of the 

binding residues, while the conformational state changes from apo to holo. The peaks of 

equilibrium distribution  i

Rp  of dihedral   for residue R  in protein “ i ” represent different 

isomeric states (Fig 5.4). There are four patterns of isomeric transitions between apo and holo 

states.  For instance,  CaM

Ap 103  (Fig 5.4 a) exhibits overlapping unimodal distributions in both apo- 

and holo state. We denote such overlapping single peaked distributions as SP1.  TnC

Dp 65  (Fig 5.4 

b) is also unimodal in both apo and holo states but having large amount of peak shift which we 

denote as SP2. On the other hand,  CaM

Dp 20  (Fig 5.4 c) is bimodal with peaks at -117° and -62° in 

apo state, while in holo-CaM the population shifts towards the minor peak at -62°. We denote the 

cases where the holo state population grows in vicinity of an apo population corresponding to a 

multimodal apo distribution as MP1. The side-chain dihedrals however show different behaviour, 

where both distributions in ligand free and bound state are flat. 

 The free energy profiles,   pTkB ln  corresponding to the equilibrium distributions of 

the dihedrals in apo state are also shown in Fig 5.4 d-f. For instance, the free energy profile of 

the unimodal distribution of  CaM

Ap 103 (Fig 5.4 d) shows a single minimum. Similar free energy 

profile is also observed for  TnC

Dp 65  (Fig 5.4 e). Let us now consider the MP1 cases. For 

instance,  CaM

Dp 20  (see Fig 5.4 f) in apo state has a primary peak ( max ) at -117° and a secondary 

peak at -62° separated by a minima ( min ) at -102°. The secondary apo peak shows population 

growth in holo-CaM through population shift from max across the minima, min . So we define 

the barrier separating two apo peaks by
 
  











min

maxln




p

p
Tkf BB . 
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Fig 5.4. The equilibrium distributions,  i

Rp  of dihedral angles “ ” of residue “ R ” in protein “ i ” for apo 

(solid line) and holo (dashed line). (a)  CaM

Ap 103 , (b)  TnC

Dp 65  and (c)  CaM

Dp 20 . The corresponding free 

energy profiles of (d)  CaM

Ap 103 , (e)  TnC

Dp 65  and (f)  CaM

Dp 20 . 

  

Fig 5.5. The equilibrium distributions, 

 CaM

Tp 26  generated from five different 

ensembles corresponding to different starting 

configurations of apo-CaM loop 1. The variation 

in barrier height, Bf  for different ensembles 

reflects the stochasticity in distribution. 

 

 

 The experimental determination of rate of any bio-molecular process represents an 

ensemble averaged measurement. In order to mimic this situation we perform MD simulation of 

apo-CaM loop1 with different starting structures and generate separate ensembles representing 
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different molecules of the same species. We calculate the barrier heights of backbone dihedral 

angles from each of these ensembles. For instance, the barrier heights calculated from the 

dihedral angle distributions,  CaM

Tp 26  for different ensembles show statistical variation (Fig 5.5). 

These statistical variations account for stochasticity in the distribution of barrier heights for a 

bio-molecular system. We calculate the Bf  between dihedral isomeric states for different MP1 

cases from all the loops we have simulated. The distribution of barrier height,  Bfp  for these 

cases, shown in Fig 5.6 a, exhibits an exponential behaviour 






 


Bf

exp  with  = 3.6 TkB .  

 Dihedral autocorrelation functions: We compute the dynamic response of the dihedral 

angles in apo state using the MD simulation trajectories. We compute the dihedral 

autocorrelation function,  tC i

R ,  for dihedral angle fluctuations about its equilibrium value as 

the product of the value of  0cos t  at some initial time 0t and the value after some time 

interval t ,  0cos tt  , averaged over a set of initial conditions 0t .
28

 

 The DACFs for SP1 cases, like  tCCaM

A ,103   (Fig 5.6 b) and SP2 cases, like  tCTnC

D ,65   (Fig 

5.6 c) show fast decay in apo state. However, for MP1 and MP2 cases, the apo state auto-

correlation amplitude is characterized by initial slow decay along with significant anti-

correlation at long time. This is shown for ligand free DACF,  tCCaM

D ,20   (Fig 5.6 d) as a 

representative for MP1 case. Such apo state DACFs bear signature of damped oscillations 

characterized by an oscillation frequency, n  having an overall decay time constant, . 
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Fig 5.6. (a) The distribution of barrier height,  Bfp  separating dihedral isomerisation states for MP1 cases. 

The DACF response of the dihedral angles corresponding to apo (black) states illustrating different time-

scales for (b)  tCCaM

A ,103  , (c)  tCTnC

D ,65   and (d)  tCCaM

D ,20  . (e) Correlation plot of barrier height, Bf  with 

overall decay time constant  . (f) Correlation plot of overall decay time constant   of backbone dihedral 

angles with viscosity, 
0


. 

We fit the DACFs from simulation with the functional form,  t
t

n


sinexp 






 
considering 

n and  as parameters for best fit. The fitted DACFs are shown in Fig 5.7. Similar slow 

decaying DACFs are observed for multimodal holo state distributions as in the apo cases. 
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Fig 5.7. The apo state DACFs (black) fitted (grey) with the expression,  t
t

n


sinexp 






 
. 

 We show in Fig 5.6 e that the overall decay time constant,   decreases linearly with 

increasing Bf . This in agreement to the results of mathematical analysis. The dihedral relaxation 

between isomeric states occurs at slower time-scales when the barrier between them is less. The 

underlying physical picture is that whenever two isomeric states are separated by a low energy 

barrier, frequent barrier crossing events occur as a result of which the dihedral fluctuations 

exhibit slow decay profile. 

 Dependence on solvent viscosity: We examine the dependence of of dihedral angle 

fluctuations of the Ca
2+

 binding residues on solvent viscosity. We choose MP1 predominant apo-

CaM loop 1 for various solvent viscosities through rescaling the mass of explicit water 

molecules.
177, 178

 We consider individual backbone dihedral angles of apo-CaM loop 1 to 

estimate the respective decay time constants   at different viscosities. The correlation plot of   
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versus 
0

 (Fig 5.6 f) shows little correlation ( 046.02 R ). The decay time constant  , 

governed by the barrier between isomeric states of dihedral angles, is thus observed to be 

independent of solvent viscosity. This is in agreement to earlier studies
177, 178

, where the time 

constant of auto-correlation function averaged over backbone dihedral angles representing 

internal friction time-scale is reported to be independent of solvent viscosity. We show 

representative dihedral angle distributions of residues from apo-CaM loops under different 

viscosity conditions in Fig 5.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.8. The equilibrium distributions,  CaM

Rp  of dihedral angles “ ” of residue “ R ” in apo-CaM loop 1 

at different viscosities. 
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 Connection to experimental results: Table 5.1 summarizes different bio-molecular 

processes with rates deviating from Stoke‟s law. We consider a diversity of bio-molecular rate 

processes, which include ligand binding and dissociation, protein folding-unfolding, electron 

transfer, proton exchange and enzyme catalysis. The binding and dissociation rates of carbon 

mono-oxide and oxygen to heme proteins like haemoglobin, hemerythrin and myoglobin exhibit 

fractional power law in viscosity.
145, 151, 152

 The folding rates
150, 156-158

 of various proteins and 

peptides and enzyme catalysed reaction rates
146, 148, 153, 154, 159

 also show fractional power 

dependence,   1 on solvent viscosity. Such dependence on solvent viscosity has been observed 

for intra-electron transfer rates in sulphite oxidase
147

 and proton exchange rates of Cod PA III
160

 

as well. Our mathematical analysis accounts for such behaviour when the distribution of barrier 

heights exhibits power law dependence as    BB ffp , where   1. Table 5.1 further shows 

exponent 1  in many cases. For instance, unfolding
161

 and electron transfer rates
155

 of 

Cytochrome C, amide proton exchange rates
149

 of lysozyme and kinetics of human S4 enzyme
161

 

show such behaviour at very high viscosities. In these cases the exponent is close to ~ 2. Our 

mathematical modelling shows that exponents ~2 is possible for high solvent viscosity with an 

exponential distribution of barrier heights. Our analysis suggests that Stoke‟s behaviour arises 

when there is no contribution from internal degrees of freedom or in absence of internal degrees 

of freedom. However, even in the presence of internal degrees of freedom, Stoke‟s law can still 

hold, if   1 BB ffp  with 1 . 
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Table 5.1. The power law exponent in viscosity, 
 

 dependence of rates of bio-molecular processes, 

Biomolecular processes   

Enzyme catalysis  

Carboxypeptidase A 0.4-0.6 

Subtilisin BPN 0.65 

Glutathionine transferase 0.8 

Dihydrofolate reductase 0.3 

Human S4 2.1 

Electron transfer/Proton exvhange  

Cytochrome C 2.4 

Sulfite oxidase 0.7 

Cod PA III 0.63 

Lysozyme 1.4 

Ligand binding/dissociation  

Myoglobin (O2 diss) 0.4 

Myoglobin (CO binding) 0.45 

Hemethyrin (O2 diss) 0.5 

Haemoglobin (O2/CO exchange) 0.26 

Protein folding/unfolding  

Trp Cage 0.84 

alpha-helix 0.53 

beta-hairpin 0.93 

Ig-G (protein L) 0.58 

Cytochrome C (unfolding) 2.4 

A3D (73 residue apha-helical protein) 

folding 

0.19 

 

 Relation with molecular recognition: The instances of different isomerisation patterns, 

SP1, SP2, MP1 and MP2 for different proteins are summarized in Table 5.2. We now relate these 

isomerisation patterns to the molecular recognition processes: CS, IF and LK as determined from 

the  
gRP  of the Ca

2+
 binding loops. The molecular recognition process in CaM loop 1 is a 

hybrid mechanism of CS and IF. We find that MP1 (~ 49 %) is predominant in CaM loop 1. In 
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CaM loop 2 and loop 3 SP1 (~37 %) cases are predominant, while CaM loop 4 shows preference 

for SP2 (~53 %) patterns. The two loops of TnC indicating an IF mechanism show a 

predominance of SP2 isomerisation pattern (>40 %). Similarly, the SP2 pattern is also 

predominant (~40 %) for the Ca
2+

 binding loop of aLA, which is governed by LK. On other hand 

molecular recognition is governed by IF mechanism in CALB loops, where MP1 (~40 %) pattern 

is prevalent in loop 1 and SP1 (~35 %) in loop 2. 

 Since MP1 cases are more abundant in the Ca
2+

 ion free CaM loops 1 and 2 than the other 

loops (see Table 5.2), the relaxation of the corresponding dihedral angles are slower compared to 

that in loops 3 and 4. Our data on time-correlation thus suggests that Ca
2+

 ion binding occurs first 

at the C-terminal loops and then the N-terminal loops get saturated, which is consistent with 

experimental results.
179, 180

 On a similar note, one would expect slow Ca
2+

 ion binding to the 

CALB loops compared to the kinetics of Ca
2+

 ion binding to TnC or aLA. 

Table 5.2. The percentage (%) of SP1, SP2, MP1 and MP2 observed for dihedral angles in different loops of 

CaM, TnC, CALB and aLA. 

 SP1 % SP2 % MP1 % MP2 % 

CaM L1 20 22.8 48.6 8.6 

CaM L2 36.7 20 33.3 10 

CaM L3 37.5 21.9 21.9 18.7 

CaM L4 14.7 53 11.7 20.6 

TnC L1 28.1 43.75 21.9 6.25 

TnC L2 26.5 47.0 14.7 11.8 

CALB L1 30.5 13.9 41.7 13.9 

CALB L2 35.3 20.6 20.6 23.5 

aLA 36.7 40 13.3 10 
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5.4 Conclusion 

 We provide a theory to account for the anomalous dependence of different bio-molecular 

rate processes on solvent viscosity. Our mathematical modelling explains the deviation from 

Stoke‟s law and provides a way to understand power law dependence with 1  for rates of 

different bio-molecular processes on solvent viscosity based on the dihedral relaxation time-

scales. The decay time constant,   is observed to decrease linearly with increasing barrier 

height. We show that the distribution of barrier heights accounts for the observed deviation from 

Stoke‟s law. 

 We further study a particular class of bio-molecular process, namely Ca
2+

 ion binding to 

different proteins to explore the behaviour of dihedral transitions. To this end we perform MD 

simulation of Ca
2+

 binding proteins in apo and holo state. We compute the dihedral angle 

distributions and generate a probability distribution of barrier heights separating the dihedral 

angle isomerisation states of Ca
2+

 binding residues. The distribution of barrier heights shows an 

exponential decay with increasing energy. We also estimate the time-scales of dihedral angle 

relaxation and find that 1 Bf  from the simulation data consistent with mathematical analysis. 

This time-scale is futher observed to be independent of solvent vscosity. The most important 

aspect of our work is to provide a unified understanding of rate of various bio-molecular 

processes in terms of microscopic variables. 
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Appendix I 
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0

tftk
f

I B 





 yields )(  and the DACF in 

the frequency domain 

    
   

 
2

0

22
























Bf
Ik

ff
      (1) 

The inverse Fourier transform of equation (2) yields 

    
 

 


















 







 d

f
Ik

ti
t

B

2

0

22

exp
0      (2) 

Solving the integral we find that 
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We use equation (3) for fitting the DACFs. 

 The rate process of bio-molecular function is governed by both contribution from 

external friction arising out of solvent viscosity and internal friction of dihedral transitions. Let 

the rate associated with external friction be   and that with internal friction is 1 . The overall 

time scale is then calculated by integrating over the distribution of barrier 

heights,    11  BB fpdf  We assume a power law dependence of barrier height distribution 

given by    BB ffp  and replace
k

f B

2

01 
   in the above equation. Taking the inverse Laplace 

transform we get  








0 0
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B

B

B f
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dfsds . Solving the inner integral within the 
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limits yields 
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 , where 

 sz . Our mathematical modelling thus indicate  dependence of rate processes if 

   BB ffp . 
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k
. At large  , the second term 

predominates, while at low  ( 10  ) the first term is predominant. 
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CHAPTER 6 

Quantum chemical studies on stability and function of 

calcium ion bound calmodulin loops 

 

6.1 Introduction 

The coordination of metal ion to the active sites of a protein form metal-protein 

complexes, known as metalloproteins.
17

 The metalloproteins perform a plethora of functions 

ranging from enzyme catalysis, signal transduction to acting as carriers. For instance, calcium 

binding proteins like calmodulin
181

 is responsible for signal transduction; iron binding protein, 

haemoglobin
182

 acts as oxygen carrier, while carbonic anhydrase
183

 and endonuclease
184

 act as 

metalloenzymes. On other hand, metalloproteins are often designed with desired properties and 

find wide range of applications in material science and electronics. For instance, copper binding 

azurin and iron binding cytochrome c proteins possess electron transfer property owing to redox 

reactions at their active site. Such electron transfer activity has been exploited for designing 

electronic devices like molecular switch, bio-sensors and bio-transistors.
10, 11

 Iron binding 

metalloprotein ferritin being semi-conducting in nature, its band gap is known to be tuned by 

substitution with other metal ions like copper, cobalt and manganese.
12

 

The metal ion induced distribution of electronic charges within the protein leading to 

structural stability as well functionality, can be accounted for by quantum chemical (QC) 

calculations. The force-field based calculations are non-polarizable in nature and hence, cannot 

capture electron redistribution effects. The microscopic QC calculation of bio-macromolecular 
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binding is a formidable challenge due to large molecular sizes, comprising of thousands of 

atoms. The QC calculations are carried out by truncating the bio-molecule to include only the 

binding region, usually having about 10-100 atoms. Different electronegative ligand atoms like 

oxygen, nitrogen and sulphur from amino acid side chain functional groups or backbone 

generally coordinate to metal ions.
66

 The binding region in general possesses a variety of 

interactions including charged, polar and hydrophobic residues. Since truncation of protein 

structure may affect some of these interactions, it is non-trivial to assess the effects of using such 

truncated systems on the results of the quantum calculations. For instance, the Highest Occupied 

Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO) are affected 

by boundary effects depending on the choice of terminal capping. Moreover, treatment of the 

solvent medium is necessary for accurate calculation of these levels. 

The metal ion binding sites of different proteins has been studied by QC-DFT methods 

(see Appendix I). These studies include interaction of physiologically abundant divalent metal 

ions, like calcium and magnesium with different functional groups like carboxylate and carbonyl 

ligands.
17, 64-66, 185

 Mechanisms of enzymatic reactions like phosphorylation, photosynthesis and 

electron transport involving redox active metal ions like manganese, copper and iron have also 

been studied using DFT methods.
7, 56, 57, 186-188

 These DFT calculations on bio-molecular 

fragments use a hybrid electron exchange-correlation functional, B3LYP (Becke, three 

parameter, Lee-Yang-Parr) 
189

 along with 6-31G(d,p) 
190

 basis set. The choice of B3LYP 

functional for DFT calculations yields remarkable performance in calculating energetic and 

structural properties of bio- and organic molecules in close agreement to experimentally derived 

values.
191

 However, effects of truncation of the region of interest have not been carefully 

estimated in the literature. 
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In this chapter
67, 68, 69

, we perform QC calculations on metal ion bound peptides 

representing truncated binding region of a large protein to systematically explore coordination 

stability and functionality. In particular we are interested on how truncation affects ground state 

energy levels. We consider calcium (Ca
2+

) ion coordination to Calmodulin (CaM), a well studied 

Ca
2+

 coordinating EF-hand
62, 192

 metalloprotein, which participates in calcium sensing and signal 

transduction in eukaryotic cells
9
. The EF-hands exhibit a helix-loop-helix structure with Ca

2+
 

ions binding to the loop region. CaM has four such Ca
2+

 binding sites: The loops 1 and 2 form 

the N-terminal domain (NTD) and the loops 3 and  4 form the C-terminal domain (CTD), the 

domains being connected by a linker region. The EF hand loops of CaM are twelve amino acids 

long (see Fig 6.1), where the I
st
, III

rd
, V

th
, VII

th
 and the XII

th
 residue of the EF hand loops are 

involved in Ca
2+

 coordination along with a water molecule, leading to pentagonal bipyramidal 

geometry. Mutational studies highlight the roles of both ligand and non-ligand residues in 

maintaining the coordination geometry and structural stability of the Ca
2+

 bound loops of CaM. 

The mutation of the coordinating bidentate acidic glutamate (E) leads to drastic loss in Ca
2+

 

binding affinity.
63

 The reduced sensitivity for Ca
2+

 is also reported from the mutation of the 

coordinating acidic aspartates (D).
62, 63

 The importance of the conserved hydrophobic isoleucine 

(I) in maintaining structural stability of the loop, has also been reported through mutagenesis.
63

 A 

recent DFT calculations on isolated CaM loops
52

 reports the stabilization energy associated with 

electron delocalization from coordinating residues to Ca
2+

 ion. It sheds light on roles of 

coordinating residues, but those of non-coordinating residues remain obscured.  
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Fig. 6.1 The four Ca 2+ binding loops of CaM: (a) loop 1, (b) loop 2, (c) loop 3 and (d) loop 4. The loop 

residues are color coded according to their nature, acidic (red), basic (blue), polar (magenta) and 

hydrophobic (green). The coordinating residues (in italics) and their loop positions (I, III, V, VII and XII) are 

indicated in brackets.  

In general, the polar amino acids, like tyrosine (Y), serine (S) and threonine (T) are 

functionally significant through participation in phosphorylation, a post-translational chemical 

modification (PTM), at their side chain hydroxyl hO  atom
193

. Phosphorylation of Ca
2+

 bound 

CaM leads to differential regulation of CaM-dependent enzymes
16

. It involves a reversible 

covalent linkage of phosphate group from adenosine-triphosphate (ATP) to specific protein sites, 

catalyzed by specific enzymes like kinases. The side chain hO  atom from polar amino acids acts 

as a nucleophile attacking the phosphorous (Pγ) of the ATP in presence of the kinase
193

 to get 
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reduced to ADP. Mass spectrometric analysis yields Y99 (loop 3) and Y138 (loop 4) as potential 

in vivo phosphorylation sites
16

 in CaM involving their phenyl ring hO  atom. A recent DFT study 

shows that the hO  atom can act as a nucleophile for transfer of phosphoryl group from ATP to 

tyrosine in insulin receptor tyrosine kinase via a transition state with barrier height ~ 14 kcal/mol 

194
. Although serine, threonine and tyrosine are all present in CaM loops, neither serine nor 

threonine undergoes phosphorylation. 

In this chapter we report QC-DFT calculations using B3LYP functionals on Ca
2+ 

ion 

bound CaM loops: 

            (1) We assess the effect of truncation and choice of terminal capping on the ground state 

energy spectra through vacuum QC calculations. We elucidate the roles of both coordinating and 

non-coordinating residues in governing stability of Ca
2+ 

ion coordination geometry. We find that 

the coordination energy levels having simultaneous contribution from Ca
2+ 

ion and ligands along 

with contributions from non-ligand residues as well yield robust picture of coordination, 

independent of the choice of terminal capping.
67

  

 (2) The vacuum QC calculations yield unreliable HOMO-LUMO gaps. Often the surface 

exposed polar and charged side chains contribute to these levels. Such surface exposed side 

chains undergo polarization induced by the surrounding solvent. Hence the treatment of solvent 

is required for accurate calculation of these levels and the corresponding gap. The surrounding 

solvent effect is implicitly considered through the polarizable continuum model (PCM)
195

, where 

the molecule is embedded in a cavity surrounded by infinite dielectric medium of water 

(dielectric constant ~ 78.39) and has been reported from earlier studies to succesfully reproduce 

electronic properties in solution
196

. We perform implicit solvent QC calculations to compute the 
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HOMO-LUMO levels of Ca
2+ 

bound CaM loops with neutral terminal capping.
68

 These levels 

provide insight into the functionality of different loop residues, specially the nucleophilic 

character of Y99. The coordination picture across the loops is robust and remains similar to 

vacuum calculations.  

 (3) In an aqueous solution at neutral pH, any protein, peptide or amino acid acquires 

Zwitterionic character with protonated amide group at the N-terminus and de-protonated 

carboxyl group at C-terminus.
197

 This leads us to cap terminals of the isolated CaM loops with 

charged groups resembling the Zwitterionic state having carboxylate (
21OOC ) capping at C-

terminal and amino ( 

3NH ) capping at N-terminal. The motivation is to understand how the 

functional aspects get modified if at all with biologically relevant Zwitterionic form of the Ca
2+

 

binding loops. The charged terminals corresponding to Zwitterionic state introduce pure 

localized states near the HOMO-LUMO levels which decay exponentially in the neighboring 

levels.
69

  

6.2 Methods  

The 1.7 Å X-ray crystal structure of Ca
2+

 bound (holo) CaM (PDB ID: 1CLL)
61

 is used in 

our study. We isolate the the Ca
2+

 binding EF-hand loops: loop 1 (D20 to E31), loop 2 (D56 to 

E67), loop 3 (D93 to E104) and loop 4 (D129 to E140) retaining coordinating waters and Ca
2+

 

ions, solvate using the TIP3P model and neutralize with counter ions. The systems are energy 

minimized involving only hydrogen and terminal capping atoms in NAMD
198

 using the 

CHARMM27 parametes 
109

.  
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 The QC DFT calculations are done by variationally minimizing the many-body electronic 

Hamiltonian for fixed nuclear coordinates where the electronic correlations are approximately 

taken into account. We perform the electronic minimization using the Gaussian03 package
199

 

with the B3LYP
189

 functional for the electron exchange-correlation in the 6-31G(d,p)
190

 basis set. 

B3LYP (Becke, three parameter, Lee-Yang-Parr) is a hybrid functional constructed as a linear 

combination of Hartree-Fock exchange functional and DFT exchange-correlation functional. The 

basis sets represent a set of functions, linear combinations of which yield molecular orbitals 

(MOs). The 6-31G basis set is an atom centred Gaussian basis function with 6 primitive 

Gaussians representing the core, while the valence orbitals are composed of two basis functions: 

the first one is a linear combination of 3 primitive Gaussians and the second one as 1 primitive 

Gaussian. The basis set is polarized by adding „d‟ orbitals to heavy atoms like nitrogen, carbon 

and oxygen and „p‟ orbitals for hydrogen. 

 We perform vacuum QC calculations on CaM loop 1 with different truncation length and 

terminal capping. We cap the two truncated terminals with either charged Zwitterionic or neutral 

groups. The Zwitterionic capping involves amino ( 

3NH ) and carboxylate (
21OOC ) groups at 

N- and C-terminals respectively, while acetyl (COCH3) group at N-terminus and N-methylamide 

(CH3NH) group C-terminus resemble neutral capping. We also perform QC calculations for all 

the Ca
2+

 binding loops of CaM in implicit solvent considered through the polarizable continuum 

model (PCM)
195

.  

 The atom condensed Fukui index have the following form: N

k

N

kk qqf   1 and 

1  N

k

N

kk qqf , where N

kq represents the charge on atom k  for a system of N electrons. 

1N

kq denotes the same for a system of 1N  electrons upon removal of an electron form HOMO 
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and similarly 1N

kq  for a system of 1N  electrons upon addition of an electron to the LUMO. 

Here, 

kf  measures the capacity of atom k  to provide a nucleophilic attack. Similarly, 

kf  

denotes the tendency to act as an electrophile
200

. 

6.3 Results  

A. Vacuum QC calculations 

 We perform vacuum QC calculations on Ca
2+

 ion bound CaM loop 1 with different 

truncation length and terminal capping through charged and neutral moieties to elucidate their 

effect on ground state electronic energy spectra. We have used amino ( 

3NH ) at N-terminal and 

carboxylate (
21OOC ) at C-terminal for charged terminal capping resembling the Zwitterionic 

state. On other hand, for neutral capping we have used acetyl (COCH3) group at the N-terminal 

and N-methylamide (CH3NH) group at the C-terminal. To this end we consider the following 

systems: (a) System I, classical force-field optimized geometry of Ca
2+

 bound loop 1 with 

Zwitterionic capping. (b) System II, crystal structure geometry of Ca
2+

-loop 1 complex with 

similar capping as the former. (c) System III, similar to system II but with neutral terminal 

capping. System IV, also similar to system II with two extra residues at the two ends and 

Zwitterionic capping at terminals. 

 Capping contributions: The capping contribution,  2

capNC  and   2

capCC   is calculated as the 

sum of squares of MO coefficients of the constituent atoms of respective N- and C-terminal 

groups and shown in Fig 6.2. The charged Zwitterionic terminals of system I (Fig 6.2 a) indicate 

predominant effect near the HOMO-LUMO levels. The contribution of N-terminal 

3NH  cap , 
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 2

capNC   is maximum at the LUMO level, while C-terminal 
21OOC  cap,  2

capCC   indicates peak at 

the HOMO. The energy range -20 eV to -5 eV below HOMO (~ -4 eV) show little contribution 

from either charged terminals. The Zwitterionic terminals of system II (Fig 6.2 b) show similar 

predominant effects at the HOMO-LUMO levels but decrease at energy states below the HOMO 

(~ -2 eV). Unlike the former systems, the neutral capped system III (Fig 6.2 c) shows miminmal 

capping contribution throughout the energy spectrum. Both  2

capNC   and  2

capCC   are observed to be 

negligible near the HOMO-LUMO levels. The terminal capping of system IV (Fig 6.2 d) being 

Zwitterionic similar effects as that of system I and system II are observed. 

 

Fig. 6.2 The capping contribution, 

 2

capNC  (black circle) and  
 2

capCC   (grey 

square) for (a) system I, (b) system II, 

(c) system III and (d) system IV across 

the ground state energy spectra. 

  

  

 Coordination levels: We examine the energy levels below HOMO having simultaneous 

contributions from the Ca
2+

 ion and some of the loop residues, designated as coordination states. 

The Ca
2+

 ion coordinates to the loop via the oxygen atoms through hybridization. The 

hybridization of the valence orbitals of Ca
2+

 ion is of the spd type, while the oxygen valence 

states adopt the sp hybrid character. The spd hybridized orbitals of Ca
2+

 ion further hybridize 

with the sp hybrid orbitals of ligand oxygen atoms giving rise to the coordination states. We 
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show in Fig 6.3, these contributions for different energies, E , in the window of -29 eV to -24 

eV. Fig 6.3 (a1) and 6.3 (a2) show the squares of the MO coefficients (  2C ) of 3s and 3p levels 

of Ca
2+

. Similarly, the Fig 6.3 (b1) and 6.3 (b2) show  2C
 
of 3d and 4s levels of Ca

2+
. Fig 6.3 

(c1) and 6.3 (c2) show  2C  for the valence levels of ligand oxygen atoms for E31 and D20. 

 

Fig 6.3. The contributions (square of MO 

coefficient, C
(2)

) of the valence orbitals (a1) 3s, (a2) 

3p, (b1) 3d and (b2) 4s of Ca
2+

 ion to coordinating 

energy levels (E) between -29 to -24 eV. The 

valence orbitals of ligand oxygen atom (O1) of E31 

(black solid) and D20 (grey dashed) (c1) 2s, (c2) 2p 

also contribute to similar energy range. 

 

Fig 6.4 (a) shows the electron densities on different loop atoms and the Ca
2+

 ion in 

system I in its lowest coordination molecular orbital (LCMO) for E =-28.78 eV. It indicates the 

hybridization between the ligand carboxylate oxygen ( 1O  and 2O ) atoms of E31 with the Ca
2+

 

ion. The electron density at LCMO is highly localized over E31 and the Ca
2+

 ion without any 

contribution from other loop residues. The two carboxylate oxygen atoms of E31 are in the 

bonding state which further bonds with the Ca
2+

 ion in the LCMO. The axial D20 (Fig 6.4 (b)) 

shows predominant contribution to the coordinating state MO at E =-28.61 eV through the 

bonding states of its side chain carboxylate oxygens, further bonding with the ion. The backbone 

atoms of non-ligand K21 are also involved in forming an antibonding state with the D20 

carboxylate oxygens. The immediate energetically higher coordination state at E =-27.59 eV 
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(Fig 6.4 (c)) is characterized by the participation of the bonding state of the backbone carbonyl 

oxygen of the planar T26 with the ion and antibonding with the amide nitrogen of non-ligand 

I27. The carboxylate oxygens of the planar aspartates, D22 and D24, and oxygen of the axial 

water (W) are in bonding states with the ion, while the carboxylate oxygens of E31 antibond 

with the ion in the coordination state at E =-27.16 eV (Fig 6.4 (d)). 

 

Fig 6.4. Electron density contour plot of a few representative coordination state MOs. The loop atoms include 

N (blue), C (grey) and O (red) and Ca
2+

 (green). Red and blue meshes indicate electron rich and deficient 

regions respectively. (a) LCMO at -28.78 eV and other coordination state MOs at (b) -28.61 eV (c) -27.59 eV 

and (d) -27.16 eV. The 3d-plots are generated using JMOL by setting an isosurface value (0.01). 

           We summarize in Table 6.1, the detailed residue-wise picture of mixing of levels of loop 

atoms along with those of Ca
2+

 levels in different coordinating states of system I. The 

stabilization of the metal ion coordinating states is as follows: The LCMO is formed by E31. The 

stabilization is further achieved by the participation of the axial D20 along with the non-ligand 

K21. The plane of the coordination geometry is stabilized via T26 along with the non-ligand, 

I27. The residues D22 and D24 along with the coordinating water molecule complete the 

bipyramidal geometry. The participation of the water molecule in almost all the levels indicates 

that the crystal water has a smeared out contribution to different levels, leading to the overall 

stability in the ground state. The role of non-coordinating I27 is particularly remarkable in its 
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participation in a coordinating MO directly. The importances of the residues, like E31, D20, 

D22, D24 and I27 have been established by the earlier mutational studies.
62, 63, 201

 

Table 6.1. Residues contributing to different coordination state MOs of system I (x indicates no residue 

contribution). 

E  (eV) 

Bonding/ 

Antibonding 
E  (eV) 

Bonding/ 

Antibonding 

-28.78 E31 /x -25.90 D22 E31 W /D20 

-28.61 D20 /K21 -25.78 D20 W /D22 

-27.80 T26 I27 /x -25.63 E31 /x 

-27.59 T26 /I27 -25.02 D20 D22 T26 E31 W /x 

-27.16 D22 D24 T26 W /E31 -24.96 D20 D24 T26 W /D22 E31 

-26.92 D24 T26 /G25 -24.90 E31 W /x 

-26.82 D22 D24 W /T26 -24.80 D20 D22 D24 T26 E31 W /x 

 

             We check the robustness of the coordinating MOs for systems II, III and IV (Table 6.2). 

We find that the energy window and the MOs of the coordinating levels in these systems are 

very similar (-29 eV to -24 eV). The LCMO characterized by E31 is robust for all the systems 

studied. The higher coordination states find contributions from other planar and axial ligands. 

The non-coordinating K21 and I27 also contribute to hybridization at these coordination states 

irrespective of the systems studied. The role of coordinating water molecule is also robust in 

showing diffused contribution spread across different coordinating levels. Thus the composition 

of the coordinating MOs, and hence, the stabilization of the coordination geometry are not so 

sensitive to the truncation of the binding loop and the terminal capping. 
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Table 6.2. Residues contributing to different coordination state MOs of system II, III and IV (x indicates no 

residue contribution). 

System II System III System IV 

E (eV) Bonding/Antibonding E (eV) Bonding/Antibonding E (eV) Bonding/Antibonding 

-29.01 E31/x 
-29.04 E31/x 

-29.08 E31/x 

-28.52 T26 I27/x 
-28.05 T26/I27 

-28.70 T26 I27/x 

-27.59 D20/K21 
-26.81 D20 W/K21 

-28.38 T26/I27 

-26.78 D20 W/x 
-26.80 D20 W/x 

-27.08 D20 W/K21 

-26.72 W/D20 
-26.23 D20 E31 W/x 

-27.01 D20 W/x 

-26.33 D22 T26 E31/x 
-26.07 D20 D22 E31/T26 I27 

-26.89 W/D20 

-26.21 D20 G25 T26/W 
-25.92 D24 G25 T26 E31 W/x 

-26.30 D22 T26 E31/x 

-26.12 D20 D24 G25 E31/T26 W 
-25.88 D20 D22 D24 T26/G25 E31 

-26.19 D24 G25 T26 E31 W/x 

-26.09 D22 D24 W/E31 
-25.78 E31/D20 W 

-26.13 D22 E31/D20 T26 W 

-25.73 E31/D22 G23 
-25.54 D22 D24/E31 

-25.64 D22 E31/D24 

-25.51 D22 D24 T26 E31/x 
-25.42 D22 E31/x 

-25.61 E31/D22 G23 D24 

-25.42 D24 T26/D22 G23 E31 
-25.40 D24 T26 E31/x 

-25.57 E31 T26 D24/D22 

-25.29 D22/D24 
-24.99 x/D22 T26 E31 

-25.30 x/D22 T26 E31 

-25.22 E31/D22 T26     

 

Comparison with earlier works: We compare our results to those from the earlier DFT 

calculations
52

 on the isolated CaM loops. The earlier study reports the stabilization energy
202

 

associated with electron delocalization from the occupied lone pair orbitals of the ligand oxygen 

atoms to the vacant orbitals of Ca
2+

. For the sake of comparison, we compute the charge gained 
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or lost by the ligand atoms with respect to the Ca
2+

 ion depleted form of CaM-loop 1 complex as 

described in system I. The oxidation state of the ion is +1.3, indicating transferring charge of 0.7 

from ligand atoms to the ion. The details of the charge transfer (ΔQ) are given in Table 6.3. We 

consider, in particular, the case of E31. Both the carboxylate oxygen atoms of E31 undergo a 

small gain in charge which is qualitatively similar to the weak delocalizations observed in the 

earlier DFT calculations.
52

 Our calculations show significant involvement of D22 in charge 

transfer through its ligand 1O  atom, followed by D24, T26, W and D20. Thus the charge transfer 

undermines the role of both E31 and D20, contrary to the mutation experiments. 

Table 6.3.  Amount of charge gained (ΔQ= -ve) or lost (ΔQ= +ve) by ligand atoms in system I and system II. 

ATOM ΔQ (System I) ΔQ (System II) ATOM ΔQ (System I) ΔQ (System II) 

D20 O1 -0.08 -0.13 D24 O2 +0.05 -0.02 

D20 O2 +0.03 +0.08 T26  O -0.14 -0.17 

D22 O1 -0.18 -0.22 E31 O1 -0.04 -0.05 

D22 O2 +0.04 -0.04 E31 O2 -0.03 -0.05 

D24 O1 -0.14 -0.29 Water O -0.13 -0.06 

 

In order to understand the discrepancies in charge transfer, we compare the energy levels 

in systems I and II. Fig 6.5 (a) shows the coordination energy spectrum in the range -29 eV to -

24 eV that harbours the different coordination states of system I. The coordinating energy levels 

are interspersed by several non-coordinating levels, having dominant contributions from non-

ligand atoms but not the Ca
2+

 ion. Since the coordinating states lie far (~20-25 eV) below the 

HOMO, these levels in system II remain unaffected by system specific details (Fig 6.5 (b)). 

However, we find significant differences close to the HOMO-LUMO levels between system I 

(Fig 6.5 (c)) and system II (Fig 6.5 (d)). For instance, the HOMO level of system I occurs at -4 
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eV in contrast to -2 eV for system II. Moreover, an artefact of vacuum calculation is observed in 

system II as the LUMO level is slightly below HOMO, thus yielding unphysical HOMO-LUMO 

gap. Such differences affect the charge transfer calculations, which takes into account all the 

MOs. 

 

 

 

 

 

 

 

 

 

 

Fig 6.5. The coordination energy spectrum (E) plotted against the MO number for different systems: (a) 

system I, range  -29 eV to -22 eV,  (b)  system II, range -30 eV to -22 eV. The coordinating (violet) levels are 

interspersed by few non-coordinating (blue) levels. Energy levels near HOMO-LUMO of (c) system I and (d) 

system II. 

We also compare the oxidation states of the ion in systems I and II to account for the 

observed discrepancies between the charge transfer and the coordinating MOs. We find that Ca
2+

 

attains a higher oxidation state (+1.5) in system II than in system I. The ΔQ values for the 

ligands are also different in system I and system II (see Table 6.3), although the qualitative trend 
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is similar in both the cases. These differences are attributed to changes in system specific details. 

For instance, system I and system II, when aligned, gives a backbone root mean squared 

displacement of 0.6 Å. Moreover, the distances between the ligands and the ion in system I is 

less than those in system II. The shorter distances in system I enable stronger hybridization of 

Ca
2+

 with the ligand atoms, resulting in larger charge redistribution than in system II.  

 

 

 

 

 

 

 

 

 

 

 

 

 



97 
 

B. Implicit solvent QC calculations with neutral capping 

We perform QC calculations in implicit solvent for all the four Ca
2+

 bound loops of CaM. 

We have used the X-ray crystal structure geometries of Ca
2+

 bound loops with neutral capping: 

acetyl (COCH3) group at N-terminal and N-methylamide (CH3NH) group at C-terminal.  

 

 

 

 

 

 

 

 

 

 

Fig 6.6. The contribution of terminal neutral capping: (a) 
 2

capNC   and (b) 
 2

capCC   for Ca
2+

-loop 1, (c) 
 2

capNC   

and (d) 
 2

capCC   for Ca
2+

-loop 2, (e) 
 2

capNC   and (f) 
 2

capCC   for Ca
2+

-loop 3 and (g) 
 2

capNC   and (h) 
 2

capCC   for 

Ca
2+

-loop 4. 

Capping contributions: The contribution of neutral capping at N-terminal is taken as the 

sum of squares of MO coefficients,  2

capNC  of the constituent atoms of COCH3 group and that at 
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C-terminal,  2

capCC  for CH3NH group. We show  2

capNC   and  2

capCC   for the different Ca
2+ 

bound 

loops of CaM across the ground state energy range relative to the HOMO level (Fig 6.6). The 

terminal neutral cap contributions are negligible across the ground state energy spectra including 

the HOMO and the LUMO levels and consistent for all the four loops. The corresponding 

HOMO-LUMO gaps, neu  is given in Table 6.4. The HOMO-LUMO gaps in the N-terminal 

loops are 5.01 eV (Ca
2+

-loop 1) and 5.37 eV (Ca
2+

-loop 2). Similarly, HOMO-LUMO gaps of 

5.71 eV (Ca
2+

-loop 3) and 5.19 eV (Ca
2+

-loop 4) are observed for the C-terminal loops. The 

coordination levels of the Ca
2+

-loop 1 complex occupy an energy range of -22.82 eV to -19.52 

eV. The coordination energy range in implicit solvent is similar to that calculated in vacuum. 

The other three loops also occupy similar coordination energy range: Ca
2+

-loop 2 (-23.13 eV to -

19.34 eV), Ca
2+

-loop 3 (-22.84 eV to -19.42 eV) and Ca
2+

-loop 4 (-23.26 eV to -19.70 eV). 

Table 6.4. The HOMO-LUMO energy gap (in eV) for neutral and Zwitterionic capped CaM loops along with 

the decay constants (in eV) of Zwitterionic capping groups of CaM loops. 

 Neutral Zwitterionic 

 neu  
Zw  

loop

terC  
loop

terN  

Loop 1 5.01 
5.10 0.4 0.03 

Loop 2 5.37 
5.08 0.3 0.01 

Loop 3 5.71 
4.98 0.5 0.01 

Loop 4 5.19 
4.62 0.01 0.03 
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Fig 6.7. The coordination energy range for neutral capped systems: Ca
2+

-loop 1 (circle), Ca
2+

-loop 2 (square), 

Ca
2+

-loop 3 (diamond) and Ca
2+

-loop 4 (triangle) corresponding to the QC calculation on X-ray crystal 

structure geometry. 

Coordination levels: The contribution of the ligand and non-ligand atoms from the four 

different loops across the coordination energy range is illustrated in Fig 6.7. The carboxylate 

oxygen, 1O of the coordinating aspartates at the I
st
 position of all the loops shows maximum 
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contribution (
 

1,OIC ) between E  ~ -20.5 eV and -19.5 eV along with secondary peaks in a lower 

energy range -23 eV to -21 eV (Fig 6.5 a). The contributions (
 

1,OIIIC ,
 

1,OVC ,
 

OVIIC , ,
 

1,OXIIC ,
 

2,OXIIC ) 

of ligand oxygen from the other residues show similar feature in comparable energy ranges (Fig  

6.7 b-f). The coordinating water molecule (Fig 6.7 g) shows diffused contribution (
 

OWC , ) at E ~ 

-23 eV to -21 eV. The non-ligand contribution 
 

NVIIIC , (Fig 6.7 h) predominates at E ~ -20 eV and 

-19.5 eV along with small contribution at energetically lower CSMOs with E ~ -23 eV. 

 

Fig 6.8 (a) HOMO and (b) LUMO of 

neutral capped Ca
2+

-loop 1 complex. (c) 

HOMO and (d) LUMO of neutral capped 

Ca
2+

-loop 2 complex. 

 

 

 

HOMO-LUMO levels: The HOMO of neutral capped Ca
2+

-loop 1 (Fig 6.8 (a)) complex is 

predominantly derived from the side chain carboxylate oxygen, 1O  and 2O atoms of D22, D24 

and the main chain carbonyl oxygen O  atom of G23. The corresponding LUMO (Fig 6.8 (b)) at 

E =5.01 eV finds major contribution through both backbone and side chain atoms of T28 and 

T29. The HOMO in neutral capped Ca
2+

-loop 2 complex (Fig. 6.8 (c)) is characterized by strong 

contributions of the side chain carboxylate oxygen atoms of D64. The contribution to the 
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corresponding LUMO (Fig. 6.8 (d)) originates from the strong localized electron density on the 

side chain phenyl ring of F65. 

                   

Fig 6.9. (a) HOMO and (b) LUMO of the Ca
2+

-loop 3 complex. (c) HOMO and (d) LUMO of the Ca
2+

-loop 4 

complex. (e) The nucleophilicity index, 


kf  and (f) the electrophilicity index, 


kf  of Y99 atoms in Ca
2+

-loop 3 

complex. 

The HOMO of neutral capped Ca
2+

 bound loop 3 (Fig 6.9 (a)) shows strong localized 

electron density on the side chain phenyl ring of Y99. The LUMO (Fig 6.9 (b)) at E =5.71 eV is 

also characterized through strong contribution from the Y99 side chain. The HOMO of Ca
2+

-loop 

4 complex (Fig 6.9 (c)) shows localized charge density on the side chain carboxylate group of 

E139. On the other hand, the electronic density at the corresponding LUMO (Fig 6.9 (d)) is 
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essentially localized on the phenyl ring of Y138 and the side chain carboxy-amide group of 

N137. 

HOMO of neutral capped Ca
2+

 bound loop 3 has strong contribution from Y99, where the 

side chain phenyl ring has strong localized electron density. Such sites being rich in electrons can 

act as nucleophile. Since earlier QC calculations indicate phosphorylation of tyrosine through a 

transition state involving hO  of phenyl ring as a nucleophile, we ascertain the nucleophilic 

character for all non-hydrogen atoms of Y99 through the computation of atom-condensed Fukui 

index
49

. Fig 6.9 (e) illustrates the nucleophilicity index, 

kf  for the atoms of Y99. The hO  

attached to the phenyl ring shows maximum nucleophilicity followed by the C atom of the ring 

itself. We illustrate the electrophilic index, 

kf  of the Y99 atoms in Fig 6.9 (f). The phenyl ring 

carbon atoms C , C  and 2C  show significantly large electrophilicity compared to other atoms. 

C. Implicit solvent QC calculation with Zwitterionic capping 

Capping contributions: The Zwitterionic capping contributions,  2

terCC   and  2

capNC   of the 

Ca
2+

 bound loop 1 is shown in Fig 6.10.  2

terCC   (Fig 6.10 (a)) of Ca
2+

-loop 1 shows maximum at 

the HOMO with decreasing amplitude towards lower energy levels (-5 eV to -20 eV).  2

terCC   is 

non-zero at -24.1 eV and -26.8 eV, the electron density being solely localized over the capping 

carboxylate oxygen atoms. Fig 6.10 (b) shows that the contribution,  2

terCC   decreases 

exponentially ( 











 




)1(
exp

L

terC

E


) from the HOMO towards the lower energy levels 

( HOMOi EEE  ) with a decay constant, 4.0)1( 

L

terC eV of loop 1. Similarly,  2

terNC  (Fig 6.10 

(c)) is predominant at the LUMO but decreases in amplitude at higher energies (0 eV to 4 eV). 
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Fig 6.10 (d) shows the amino capping contribution  2

terNC   to the LUMO and higher energy levels 

( LUMOi EEE  ), exhibiting an exponential decay with 03.0)1( 

L

terN eV in loop 1. Similar 

exponential decay of terminal capping contributions is observed for the other loops with 

respective decay constants given in Table 6.4 along with the corresponding HOMO-LUMO 

energy gaps, Zw  of Zwitterionic CaM loops. 

 

 

 

 

 

 

 

 

Fig 6.10. The contribution of terminal capping of Ca
2+

-loop 1 complex. (a) C-terminal 
21OOC  capping 

contribution and (b) its exponential decay from HOMO to lower energy states (in eV). (c) N-terminal 


3NH  

group capping contribution and (d) its decay from LUMO to higher energy states (in eV). 

HOMO-LUMO levels: We compare the contribution of Zwitterionic charged capping 

with respect to that of neutral capping at the HOMO-LUMO levels. The maximum contribution 

of 
21OOC  capping of loops 1 and 2 occur at energies similar to the HOMO level in 

corresponding neutral capped systems. However, for both the Zwitterionic capped Ca
2+

-loop 3 

and Ca
2+

-loop 4 complexes, the maximum contribution of 
21OOC  capping is observed at 
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about 0.5 eV higher than the corresponding HOMO level in the neutral capped cases. The 

negatively charged C-terminal capping, 
21OOC  with an excess electron induces an additional 

electronic state within the HOMO-LUMO gap of the neutral capped peptides leading to bridging 

of the gap. The N-terminal 

3NH  capping contributes very close to the LUMO of the neutral 

capped CaM peptides. Thus the gap decreases from 5.71 eV to 4.98 eV in Ca
2+

 bound loop 3 and 

from 5.19 eV to 4.62 eV in Ca
2+

 bound loop 4 upon introducing Zwitterionic charged states at 

the terminals.  

  

Fig 6.11. (a) HOMO
-
 and (b) LUMO

+
 of Zwitterionic capped 

Ca
2+

-loop 1 complex. (c) HOMO
-
 and (d) LUMO

+
 of 

Zwitterionic capped Ca
2+

-loop 2 complex. 

  

 

  

  

 HOMO
-
 and LUMO

+
 levels: We designate the levels with negligible capping effect 

closest to HOMO as HOMO
-
 ( E ) and LUMO as LUMO

+
 ( E ) of the Ca

2+
 bound loops of 

CaM. The redefined HOMO
-
 and LUMO

+
 bear qualitative similarities with the HOMO-LUMO 

levels of neutral capped CaM loops. In case of the Zwitterionic capped Ca
2+

 bound loop 1, the 

HOMO
-
(Fig 6.11 (a)) finds participation from acidic aspartate, D22 and polar G23, while another 

polar residue, T26 contributes to the LUMO
+
 (Fig 6.11 (b)). The nature of residues contributing 
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to HOMO
-
 and LUMO

+
 levels of loop 1 is similar in both studies. The HOMO

-
 of loop 2 (Fig 

6.11 (c)) with charged capping shows contribution of acidic D58 and polar G59. The 

corresponding LUMO
+
 finds contribution from polar N60 (Fig 6.11 (d)). The nature of 

contributing residues to HOMO
-
 with Zwitterionic caps is similar; however the difference lies in 

the LUMO
+
, being governed by a polar residue in loop 2. 

 The HOMO
-
 and LUMO

+
 (6.12 (a)-(b)) levels of Zwitterionic Ca

2+
-loop 3 complex 

exhibits strong localized charge density on the polar side chain of Y99 similar to neutral capping. 

Moreover, the nucleophilic character of Y99 remains preserved with either capping, albeit a 

quantitative comparison of 

kf  of hO  atom reveals a less potential nucleophile ( 

kf  ~ -0.05) with 

Zwitterionic capping. We find that both HOMO
-
 and LUMO

+
 of Zwitterionic loop 4 (Fig 6.12 

(c)-(d)) are predominated by polar Y138, unlike E139 and Y138 contributing to HOMO and 

LUMO levels respectively, of neutral capped loop 4. However, the role of Y138 as a potential 

nucleophile remains obscured with either of the cappings. 

 

Fig 6.12. (a) HOMO
-
 and (b) LUMO

+
 of Zwitterionic capped 

Ca
2+

-loop 3 complex. (c) HOMO
-
 and (d) LUMO

+
 of 

Zwitterionic capped Ca
2+

-loop 4 complex. 

 

  

 

 Localized capping states: Our calculations on the Zwitterionic state of the isolated CaM 

loops indicate dominant contributions of terminal capping localized around the HOMO-LUMO 



106 
 

levels. Such behavior is quite unlike the earlier study with neutral terminal capping
12

, where the 

HOMO-LUMO levels are free from capping effects. This behavior of charged terminals is 

similar to the effect of impurities on ground state energy spectrum. Within the decay profile of 

21OOC  capping (for instance, 4.0)1( 

L

terC  eV), there are a number of pure capping levels 

which are isolated and show no contribution from the loop atoms. The maximum of 
21OOC  

capping contributions is separated from the adjacent pure capping level by 0.1 eV, which 

corresponds to approximately 12000 nm. HOMO
-
 energy level corresponds to 3000 nm with 

respect to the maximum capping level. Although both wavelengths belong to infra-red (IR) 

range, the huge difference in wavelength should be measurable by IR spectroscopic techniques. 

Since, the 
21OOC capping contributions are not mixed with other residue contributions; they 

may act like sensors in the IR range. On the other hand, the 

3NH  capping levels (for instance, 

03.0)1( 

L

terN  eV) are not so well separated from the loop atoms.  

        Robustness to choice of conformation: We also consider a different conformation of Ca
2+

 

bound loop 3 and loop 4 generated from MD simulation. The simulated conformation shows root 

mean squared deviation (RMSD) of 0.3 Å and 0.2 Å for Ca
2+

 bound loop 3 (Fig 6.13 (a)) and 

loop 4 (Fig 6.13 (b)) complexes with respect to their force-field optimized geometries. We 

perform single point energy calculation on the simulated conformation. The contributions of N-

terminal capping,  2

terNC   (Fig 6.13 (c)) and C-terminal capping,  2

terCC   (Fig 6.13 (d)) of the 

simulated conformation of Ca
2+

-loop 3 complex is similar to that of the optimized conformation. 

The capping contributions of the Ca
2+

-loop 4 complex in both simulated and optimized 

conformations are also similar (Fig 6.13 (e) and Fig 6.13 (f)). We define the HOMO
-
 and the 

LUMO
+
 levels as earlier. The residue contributions to the HOMO

-
 and the LUMO

+
 levels in the 
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MD generated conformation also reflect qualitative similarity. Y99 contributes predominantly to 

both these levels in Ca
2+

-loop 3 along with minor contribution from I100 and S101 to the 

LUMO
+
 level. In the simulated conformation of Ca

2+
 bound loop 4, the HOMO

-
 and the LUMO

+
 

levels find predominant contribution from Y138 along with minor contributions from E139 to 

HOMO
-
 and N137 to LUMO

+
 level. 

 

 

 

 

 

 

 

 

Fig 6.13. Force-field optimized (yellow) and MD simulated (green) conformations of (a) Ca
2+

-loop 3 and (b) 

Ca
2+

-loop 4. The contribution of terminal capping, (c) 
 2

terNC   and (d) 
 2

terCC   of Ca
2+

-loop 3 complex for 

optimized (red) and simulated (black) conformations. The contribution of terminal capping, (e) 
 2

terNC   and 

(f) 
 2

terCC   of Ca
2+

-loop 4 complex for optimized (red) and simulated (black) conformations. 

6.4 Conclusions 

In summary, the vacuum QC calculations indicate that truncation and choice of terminal 

capping affect the electronic energy states non-trivially. However, the energetically low lying 



108 
 

coordination state MOs remain robust to these system specific details and adequately describe 

the role of both ligand and non-ligand atoms. These energy levels can provide insight to 

understand coordination geometry and stability of metalloproteins in general.  

The implicit solvent QC calculations with neutral capping indicate a common mechanism 

of Ca
2+

 ion coordination and stability for EF-hand proteins. These calculations yield the presence 

of nucleophilic site at Y99 of Ca
2+

-loop 3 complex in agreement to experiments. Our 

calculations can be generalized to understand protein functionality from HOMO-LUMO levels. 

The behavior of charged terminals corresponding to Zwitterionic state is similar to the effect of 

impurities on ground state energy spectrum and may have significance in device applications in 

the nanometer length scale. We also find that the terminal charges do not interfere with the 

nucleophilic character of Y99. Finally, we show a novel method of interpreting the electronic 

structure with charged terminal capping on an overall neutral polypeptide which forms a more 

realistic model of biologically active molecule like protein. 

Appendix I 

Density functional theory formalism
203

 

 The time independent Schrödinger equation of an electron of mass „ m ‟ in presence of 

time independent external potential, V is given by: H    rEr  , where the Hamiltonian 

operator, H=  2
2

2m


V acting on the electronic wave function,  r  returns the value of total 

energy, E  of the electron. An essential part of solving the Schrödinger equation is the Born–

Oppenheimer approximation, where the coupling between the nuclei and electronic motion is 

neglected. This allows the electronic part to be solved with the nuclear positions as parameters, 
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and the resulting potential energy surface (PES) forms the basis for solving the nuclear motion. 

The major computational effort is in solving the electronic Schrödinger equation for a given set 

of nuclear coordinates. 

 The Schrödinger equation is exactly solvable for one-electron systems. The dynamics of 

a many-electron system is very complex, and consequently requires elaborate computational 

methods. Within the Hartree-Fock (HF) model, each electron is described by an orbital, and the 

total wave function of a many-electron system is given as a product of orbitals conveniently 

achieved through a Slater determinant. Since the other electrons are described by their respective 

orbitals, the HF equations depend on their own solutions, and must therefore be solved 

iteratively. HF theory only accounts for the average electron–electron interactions, and 

consequently neglects the correlation between electrons.  

 Density Functional Theory (DFT) based on Kohn–Sham equations
49

 can be considered as 

an improvement on HF theory, where the many-body effect of electron correlation is modeled by 

a function of the electron density. The Hohenberg-Kohn theorem
204

 states that: 

(1) The ground state energy,   of a system of electrons in an external potential, is a unique 

functional of electron density,  r , i.e.   r  .  

(2) The functional,   r   has its minimum value when  r  is the ground state electron 

density,  r0 .  

 Kohn and Sham wrote the electron density,  r  for a system of N  electrons as the sum 

of square moduli of a set of one-electron orthonormal orbitals:     



N

i

i rr
1

2
  subjected to 

the restriction that    Ndrr . The energy functional is written as: 
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The first term in the right-hand side of this expression is the kinetic energy of the non-interacting 

electrons. The second term corresponds to the interaction of the electrons with the nuclear 

charges and  rV


 is the potential as a result of the nuclei. In case only valence electrons are 

explicitly considered in the calculation,  rV


 would be a pseudo-potential. The third term 

corresponds to the classical Coulomb interaction of a density distribution  . The fourth term is a 

functional of the density that accounts for the remaining contributions to the electron–electron 

interaction. 
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CHAPTER 7 

Ab-initio quantum chemical studies on role of hydration 

water on protein functionality 

 

7.1 Introduction 

 Bio-molecular functions take place in aqueous medium in cellular environment. The 

hydrogen bond network gets modified among the water molecules in the vicinity of bio-

molecules. Such water molecules form hydration layer around bio-molecules and are also known 

as biological water
205

. These water molecules participate in hydrogen bonding via charge sharing 

with solvent exposed hydrophilic charged and polar moieties. Numerous experimental 

techniques
206

 provide detailed insight into important roles of water molecules in  cellular 

processes, like enzymatic reactions
207

, bio-molecular binding
208

, molecular recognition
209

 

involving nucleic acids and  proteins. Due to large number of atoms, the theoretical studies on 

bio-molecules are either primarily classical force field based atomistic simulations
208, 210

 or 

quantum mechanical calculations
207

, truncating the bio-molecules to the region of interest in 

water treated as a continuum medium with dielectric constant.
195

   

 Despite providing insights to bio-molecular functions, none of these approaches 

adequately capture quantum mechanical nature of charge sharing in hydrogen bonds. One needs 

to carry out full quantum mechanical calculations on bio-molecules with explicit water to point 

out the importance of hydrogen bonds through electron correlation effects. Such calculations 

have been attempted only for pure water
211

 and in the presence of small molecules
212

. A hybrid 

approach, called quantum mechanical/molecular mechanical (QM/MM) calculation is very 
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popular for bio-molecules to account for the solvent polarization effects.
213-215

 In such 

calculations, the region of interest is treated at QM level, while surrounding solvent and/or 

protein is treated with classical force-field simulation. QM/MM calculations are routinely 

performed to study enzymatic catalysis
215

, photo-chemical reactions
216

 and drug binding
213

 to 

proteins. However, there are issues regarding the choice of partitioning the whole system into 

QM and MM regions. A coupling interaction between the two regions also needs to be 

considered with special precaution at the QM/MM boundary. Both these issues are reported to 

affect the outcome of QM/MM calculations
213

. 

 There is no report as yet if the inclusion of relevant water molecules explicitly around a 

bio-molecular fragment for a full QM calculation may provide adequate description of effects of 

solvent polarization. Since hydration water molecules form hydrogen bond with hydrophilic 

groups, it would be tempting to consider only these molecules explicitly. However, as the 

hydrogen bonds form an extensive network in water, it is not a-priori clear if the inclusion of 

water molecules in the hydration layer explicitly is sufficient to describe the functionalities of 

solvent exposed groups.  Motivated by this, we carry out quantum calculations on bio-molecules 

in explicit hydration water molecules to assess how well they capture bio-molecular functions. 

 Let us consider an example to illustrate the limitation of quantum calculations with 

continuum models to understand protein functions. We mentioned in earlier chapter that the 

polar residues such as serine, threonine and tyrosine of Ca
2+

 bound CaM
61, 181

 can undergo 

phosphorylation
193

 in order to modulate cell signaling
217

. Mass spectrometric analysis have 

identified tyrosines, Y99 (loop 3) and Y138 (loop 4) of CaM as active nucleophilic sites for 

phosphorylation
3 [9b]

 both in-vivo and in-vitro. Our earlier quantum calculations with continuum 

medium on isolated Ca
2+ 

bound CaM loops show that Y99 of loop3 is a nucleophilic site. 
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However, the nucleophilicity of Y138 has not been explained from these studies in contrast to 

the experimental observations. It is not clear if the discrepancy between experiments and 

quantum calculations is due to inherent limitation of continuum models to describe hydrogen 

bonds. This leads us to consider explicit water molecules in the hydration layer around the CaM 

loops in quantum calculations. 

 With this backdrop, we perform quantum calculations on the four Ca
2+

 ion free (apo) and 

bound (holo) EF-hand loops of CaM with neutral capping and water molecules within a cutoff 

distance of 5 Å from the loop surface representing the hydration water molecules.
70

 The 

calculations are ab-intio in nature starting from the Hamiltonian of a mutually interacting many 

electron systems in the potential generated by the nuclei, where the ground state energy has been 

obtained variationally in terms of the electron density.
218-220

 Instead of atom-centred localized 

basis functions
199

 as used in earlier chapter with Gaussian03, these DFT (see Appendix I, chapter 

6) calculations are performed in the VASP with plane wave (PW)
219, 221

 basis and projector 

augmented-wave (PAW)
218, 220

 potentials (see Appendix I). Such DFT-PW calculations have 

been used to describe systems, like bio-molecules in vacuum
207, 222

 and water clusters
223

, where 

non-bonded interactions are important. We report that the explicit consideration of biological 

water molecules along with the loop atoms forms an optimal model to capture nucleophilic 

character of both Y99 and Y138 as in experiments. Moreover, these water molecules contribute 

significantly to coordination stability. The explicit modeling of biological water around CaM 

loops takes care of the local interactions of solvent exposed polar tyrosine residues through 

hydrogen bond formation. 
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7.2 Methods 

 We use the force-field optimized Ca
2+

 free and bound CaM loops along with water 

molecules within a cutoff distance of 5 Å from loop surface representing hydration water 

molecules. The number of water molecules is kept fixed at 50 for all the loops in both apo and 

holo states. The DFT calculations are performed in VASP using the plane wave
219, 221

 basis with 

cutoff energy of 400 eV and periodic box size of 30 X 30 X 30 Å
3
. The basis set consists of 2s, 

2p states of nitrogen, (N), carbon, (C), oxygen, (O), 1s state of hydrogen, (H) and 3s, 3p, 3d, 4s 

states of calcium, (Ca) atoms. We have used PAW
218, 220

 potential (see Appendix I) with PBE
224

 

as exchange-correlational functional and a gamma centred k  mesh of 1 X 1 X 1.  

 We perform ionic relaxation for all the loops followed by self consistent calculation  for 

relaxing the electronic degrees of freedom and finally the density of states calculation (see 

Appendix II) is performed. The partial charges are calculated from Bader charge analysis tool.
225

 

The atom condensed Fukui index for nucleophilicity is calculated as in earlier chapter.  
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7.3 Results 

 The truncated loops along with biological water are optimized in vacuum and density of 

states calculations are performed on the optimized geometries. The optimized EF-hand loops of 

CaM show no significant root-mean-square deviation (RMSD~0.5 Å) from the PDB geometries. 

The coordination distances of ligand oxygen atoms from Ca
2+

 ion in relaxed geometry are also 

similar compared to that in the PDB structure of 1CLL. We perform explicit solvent single point 

energy calculation with the relaxed geometries of these loops in both Ca
2+

 ion free and bound 

states and extract density of states representing the number of electronic states per unit of energy 

(in eV). 

A. Partial density of states (PDOS) of holo-CaM loops  

 We denote the partial density of states (PDOS) contributed by the thk  atom of protein at 

energy level E , as  Ek

)(  and that by terminal capping atoms as  Ecap

)(  for the th  loop. 

Hence, the PDOS of protein loops are given by,    
k

kpro EE )()(   , which also includes 

ligand O  atoms,  EiO

)(  , i ),,,,( XIIVIIVIIII  representing loop position and  EWO

)(  of 

coordinating water molecule (W ) within the loop. Similarly, we denote PDOS of Ca
2+

 ion by 

 E
Ca

)(
2

   and that of biological water by  Ehyd

)( . The total density of states is given by, 

                EEEEE hydCaprocaptot

   2

)( . Fig 7.1 shows   Etot

  (red),  Epro

)(  (blue), 

 E
Ca

)(
2

   (black),  Ecap

)(  (green) and  Ehyd

)(  (gray) across all the energy levels in ground state 

relative to Fermi level, FE  (dotted line) for all the loops. PDOS of capping atoms,  Ecap

)(  is 
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Fig 7.1. PDOS: 
  Etot

  (red),  Epro

)(  (blue), 

 E
Ca

)(
2

   (black),  Ecap

)(  (green) and  Ehyd

)(  

(gray) across the ground state energy range for  

(a) holo loop 1, (b) holo loop 2, (c) holo loop 3 and 

(d) holo loop 4. 
  Etot

 ,  Epro

)(  and  Ehyd

)(  

are scaled down by a factor of 5. The Fermi 

level, FE  is shown in dotted line. 

  

found to be negligible compared to  Epro

)(  across the ground state energy spectra. Simultaneous 

contribution from protein (  Epro

)( ) and bound Ca
2+

 ion (  E
Ca

)(
2

  ) occurs between -23 eV and -

18 eV. We define these as coordination energy levels, which have significant contribution from 

biological water (  Ehyd

)( ) as well. The contribution of Ca
2+

 ion falls off beyond this; the 

following energy range from -16 eV till HOMO has contributions from both  Epro

)(  

and  Ehyd

)( . This picture is similar for all the four loops. The HOMO level of the CaM loops is 

defined as the energy level just below FE  where  Etot

)(  is maximum. The LUMO is defined as 

the energy level just above FE  where  Etot

)(  has a maximum. The energy gap between HOMO 

and LUMO levels of Ca
2+

 ion bound loops, )(
holo  and the corresponding FE  are summarized in 

Table 7.1. 

 Table 7.1. Fermi level, FE  and HOMO-LUMO gap, 
)(

holo  , 
)(

apo  for holo and apo-CaM loops. 

  
FE  (holo) )(

holo  FE  (apo) )(
apo  

Loop 1 -4.55 3.5 -5.13 2.5 

Loop 2 -3.82 2.75 -3.34 2.25 

Loop 3 -4.09 2.5 -3.77 3.0 

Loop 4 -3.01 2.25 -3.14 2.75 
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 Coordination levels: The coordination energy levels of holo-CaM loops are characterized 

by simultaneous contributions from ligand oxygen ( O ) atoms and Ca
2+

 ion. Fig 7.2 shows 

 EiO

)(  ,  EWO

)(  ,  E
Ca

)(
2

   and  Ehyd

)(  across the coordination energy range.  

                 

Fig 7.2. PDOS:  EiO

)(   of ligand oxygen atoms from loop positions, i = I (red), III (green), V (blue), VII 

(cyan), bi-dentate XII (magenta),  EWO

)(   of coordinating water (gray dotted line),  E
Ca

)(
2

   of Ca
2+

 ion 

(black) along with  Ehyd

)(  (gray solid line) in the coordination energy range for  (a) holo loop 1, (b) holo 

loop 2, (c) holo loop 3 and (d) holo loop 4.  Ehyd

)(  is scaled down by factor of 5. 

 In Ca
2+

 bound loop 1,  E
Ca

)1(
2  (Fig 7.2 (a)), shows maxima between -20.5 eV and -18 

eV, while a small peak is observed around -22.5 eV. The ligand contributions  EiO

)1(

  also show 

presence of two peaks: A narrow peak around -22.5 eV and a broad one between -20.5 eV and -

18 eV, overlapping with  E
Ca

)1(
2 . The ligand oxygen atoms of bidentate glutamate, E31 

(  EXIIO

)1(

 ) and aspartate, D24 (  EVO

)1(

 ) contribute to the energetically lowest coordination 
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level at -22.5 eV followed by that of threonine, T26 (  EVIIO

)1(

 ), D20 (  EIO

)1(

 ) and D22 

(  EIIIO

)1(

 ). Although  E
Ca

)1(
2  and  EiO

)1(

  are small between -21.5 eV and -20.5 eV,  Ehyd

)1(  

is significant in this range. 

 In Ca
2+

-loop 2 complex (Fig 7.2 (b)),  E
Ca

)2(
2  is maximum between -21 eV and -18.5 

eV with a small peak about -22.5 eV. The ligand contributions  EiO

)2(

  are maxima at two 

energy ranges: One between -23 eV and -21.5 eV and the other between -21 eV and -18.5 eV. 

The gap between these two maxima finds contribution from  Ehyd

)2( . The energetically lowest 

coordination level of Ca
2+

-loop 2 complex at -23 eV is characterized by D58 (  EIIIO

)2(

 ), 

followed by contributions from E67 (  EXIIO

)2(

 ), T62 (  EVIIO

)2(

 ), D56 (  EIO

)2(

 ) and 

asparagine, N60 (  EVO

)2(

 ). 

 Fig 7.2 (c) shows PDOS contribution in coordination energy range of Ca
2+

 bound loop 3. 

PDOS of Ca
2+

 ion,  E
Ca

)3(
2  is maximum between -21.5 eV and -19 eV and also shows presence 

of two smaller peaks between -23.5 eV and -21.5 eV. The PDOS of ligand atoms,  EiO

)3(

  is 

clustered into two maxima, the intermediate gap finding significant contribution from  Ehyd

)3( . 

The ligand O atoms from bidentate E104 (  EXIIO

)3(

 ) and D93 (  EIO

)3(

 ) of Ca
2+

 bound loop 3 

participate in its lowest coordination level (~ -23.5 eV) followed by D95 (  EIIIO

)3(

 ) and 

tyrosine, Y99 (  EVIIO

)3(

 ). The contribution of coordinating O  of N97 (  EVO

)3(

 ) is at -22 eV.  

 The PDOS of Ca
2+

-loop 4 at the coordination energy range is shown in Fig 7.2 (d). The 

contribution of Ca
2+

 ion,  E
Ca

)4(
2  is dominant between -22 eV and -19.5 eV with a flat peak 

between -24 eV and -23 eV. The ligand contributions also show bimodal nature at similar 
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energies with  Ehyd

)4(  contributing to the intermediate gap. The lowest coordination level (~ -24 

eV) of Ca
2+

-loop 4 is governed by bidentate E140 (  EXIIO

)4(

 ) and glutamine, Q135 (  EVIIO

)4(

 ), 

followed by contributions arising from the ligand atoms of D129 (  EIO

)4(

 ), D131 (  EIIIO

)4(

 ) 

and D133 (  EVO

)4(

 ).  

 HOMO-LUMO levels: The PDOS of different residues along with that of biological water 

contributing to HOMO-LUMO levels of holo-CaM loops are shown in Fig 7.3. The insets show 

corresponding loop structure with residues labelled. HOMO of Ca
2+

 bound loop 1 is having 

PDOS delocalized over acidic aspartate, D20 and hydrophobic isoleucine, I27, while PDOS at 

LUMO is delocalized on polar threonines like T26, T28, T29 and basic lysine, K30 (Fig 7.3 (a)). 

Similar delocalized PDOS at HOMO is observed in holo-loop 2 (Fig 7.3 (b)) over polar residues 

namely, glycines, G59, G61 and asparagines, N60. In contrast, the PDOS at LUMO is localized 

on hydrophobic phenylalanine, F65 (Fig 7.3 (b)). HOMO of Ca
2+

-loop 3 complex (Fig 7.3 (c)) 

also exhibits localized PDOS on polar tyrosine, Y99 but at LUMO it is delocalized over both 

acidic glutamate, E104 and Y99. The picture is very similar in Ca
2+

 bound loop 4 (Fig 7.3 (d)), 

where HOMO density of states is localized on polar Y138 with albeit small contribution from 

acidic E139. On other hand, the PDOS at LUMO is governed by acidic residues D133 and E140. 
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Fig 7.3. PDOS of hydration layer,  Ehyd

)(  (gray solid line) and loop residues contributing to HOMO-LUMO 

levels of (a) holo loop 1: D20 (red), T26 (cyan solid line), I27 (brown dotted line), T28 (olive dotted line), T29 

(violet dotted line) and K30 (orange dotted line). (b) holo loop 2: G59 (green dotted line), N60 (blue solid line), 

G61 (brown dotted line) and F65 (violet dotted line). (c) holo loop 3: Y99 (cyan) andE104 (magenta). (d) holo 

loop 4: D133 (blue), Y138 (violet dotted line), E139 (orange dotted line) and E140 (magenta).  Ehyd

)(  is 

reduced by factor of 10. Insets show loop structure with contributing residues colour coded. 

 

 Fig 7.4 (a) shows nucleophilicity index, 

kf  for Y99 atoms. The phenyl ring hydroxyl 

oxygen, hO  shows maximum nucleophilicity (~0.06) followed by C  and C atoms of the ring. 

Similarly, nucleophilicity index, 

kf  for atoms of Y138 (Fig 7.4 (b)) is maximum for its hO  

(~0.06) followed by ring carbon atom, C . The negative nucleophilicity indices observed for 

certain atoms are not unusual. Often the electron density in a part of the bio-molecule can 

increase even though the total number of electrons decreases. This has been observed in case of 
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redox induced electron re-arrangement, where a functional group may get reduced although the 

entire molecule is oxidized.
226

 

        

Fig 7.4. Atomic nucleophilicity index, 


kf  of (a) Y99 in holo loop 3 and (b) Y138 in holo loop 4.  

B. PDOS of apo-CaM 

 The Fermi level, FE  and the HOMO-LUMO gap, )(
apo  for different loops are 

summarized in Table 7.1. The HOMO-LUMO gap widens in the N-domain loops upon Ca
2+

 ion 

binding: )1(

holo  increases by ~ 1 eV and )2(

holo  by 0.5 eV compared to respective apo states. This 

trend is reversed at the C-domain loops. Both )3(

holo  and )4(

holo  decrease by 0.5 eV compared to 

)3(

apo  and )4(

apo  respectively. These observations suggest the possibility of tuning HOMO-LUMO 

gap upon Ca
2+

 ion binding. 

 The residue contribution to HOMO-LUMO levels of apo-CaM loops are shown in Fig 

7.5. HOMO of apo-loop 1 (Fig 7.5 (a)) is characterized by contributions from acidic aspartates, 

D22, D24, E31 and basic lysine, K30, while LUMO is dominated by D20. In apo-loop 2, HOMO 

finds contribution from acidic D56, polar N60 and T62, while LUMO shows localized PDOS on 

F65, a hydrophobic residue with phenyl ring (Fig 7.5 (b)). In apo-loop 3 HOMO is dominated by 

acidic D95 while the LUMO-PDOS is contributed by polar S101 (Fig 7.5 (c)). The PDOS at 

HOMO of apo-loop 4 is contributed by acidic residues D129, D131 and D133, while that of 
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LUMO by both polar Y138 and other acidic residues, E139 and E140 (Fig 7.5 (d)). Thus the apo 

loops of CaM indicate that HOMO is predominantly governed by either acidic or polar residues 

which are responsible for Ca
2+

 ion coordination in holo-CaM. However, the tyrosines, Y99 and 

Y138 do not contribute to HOMO of apo loops indicating that phosphorylation at such sites is 

possible only in presence of Ca
2+

 ion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7.5. PDOS of hydration layer,  Ehyd

)(  (gray solid line) and loop residues contributing to HOMO-LUMO 

levels of (a) apo-L1: D20 (red), D22 (green), D24 (blue), K30 (orange dotted) and E31 (magenta). (b) apo-L2: 

D56 (red), N60 (blue), T62 (cyan) and F65 (violet-dotted). (c) apo-L3: D95 (green) and S101 (olive dotted). (d) 

apo-L4: D129 (red), D131 (green), D133 (blue), Y138 (violet-dotted), E139 (orange-dotted) and E140 

(magenta). The  Ehyd

)(  is scaled down by a factor of 10. 

C. Hydrogen bonding network 

 In order to understand the differences in behavior of tyrosines in presence and absence of 

Ca
2+

 ion, we consider the local interactions of solvent exposed phenolic hO atom. Y99- hO  is 

hydrogen bonded to two biological water molecules in holo loop 3 (Fig 7.6 (a)) and one water 
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molecule in apo state (Fig 7.6 (b)). In both cases, the hO  atom acts as an acceptor. On other 

hand, Y138- hO  acts as hydrogen bond donor to a biological water molecule in holo loop 4 (Fig 

7.6 (c)). In absence of Ca
2+

 ion, three water molecules remain hydrogen bonded to Y138- hO  (Fig 

7.6 (d)), where the hO  atom serves as hydrogen bond acceptor for two water molecules and as 

hydrogen bond donor to another water molecule. 

                    

Fig 7.6. Hydrogen bonding pattern between biological water molecules and phenolic hO atom of  (a) Y99 in 

holo state, (b) Y99 in apo state, (c) Y138 in holo state and (d) Y138 in apo state.  

 The hydrogen bond strength depends on electro-negativity difference between donor and 

hydrogen atoms. To this end, we have computed atomic ( i ) partial charges ( iq ) in apo and holo 

states. The partial charge of Y99- hO  atoms, 
hOq  indicates larger accumulation of charges in 

holo (-1.91 e ) state than in apo (-1.88 e ) state. Similarly, 
hOq is larger for Y138 in holo (-2.03 

e )  case compared to apo (-1.87 e ). In contrast to apo state, the hO  atoms of both Y99 and Y138 

in presence of Ca
2+

 ion represent a favourable nucleophilic site owing to larger charge density. 

The surrounding hydrogen bonded biological water stabilize the accumulated charge density at 

hO  atoms and favours its nucleophilic character in holo state. 
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 We calculate the local interaction energies considering dipole-dipole interactions between 

the phenol hydroxyl group ( HOh ) of tyrosines and its hydrogen bonded biological water 

molecules. We calculate the dipole moments ( HOh
 ) of the HOh  group of Y99 and Y138 in both 

apo and holo CaM with bound Ca
2+

 ion as origin. The dipole moment, HOh
  in presence of Ca

2+
 

ion is substantially large (~ 150 D) compared to that in apo (~ 90 D) CaM. The dipole-dipole 

interaction energy between tyrosine hydroxyl group, HOh  and its hydrogen bonded water 

molecules are also calculated in both apo and holo states. The interaction energy is J19108.29   

for apo Y99 compared to J19101.27  in holo case. Similar positive value is observed for apo 

Y138 ( J19103.19  ) in contrast to that of holo Y138 ( J19102.0  ). Thus the favourable 

dipole-dipole interactions in holo case stabilize the hydrogen bond network with biological 

water. 

D. Comparison with implicit solvent QC calculations 

 Our earlier implicit solvent PCM QC calculation
68

 has shown that the HOMO of N-

domain loops 1 and 2 find contribution from acidic aspartates, whereas the LUMO are 

characterized by polar residues in Ca
2+

-loop 1 and hydrophobic residue in Ca
2+

-loop 2. The 

HOMO and LUMO levels of holo loop 3 in the C-domain are found to exhibit localized electron 

density on phenyl ring of Y99, which acts as a potential nucleophile. The HOMO-LUMO picture 

of loop 1, 2 and 3 remains similar with explicit solvation. However, there is qualitative 

difference in loop 4 in presence of explicit biological water molecules. The earlier PCM study 

has indicated strong electron density on acidic E139 at HOMO of Ca
2+

-loop 4 complex, while 

Y138 contributed to LUMO but not HOMO. In the present DFT-PW calculation, we find the 

PDOS at HOMO of loop 4 is localized on Y138 and that of LUMO finds contribution from 

acidic residues and further yields both Y99 and Y138 as potential nucleophiles in CaM in 
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agreement with experiments.
16

 Since a different charge partition scheme, natural population 

analysis has been used in the earlier study to estimate atomic charges, it is not possible to draw a 

quantitative comparison of nucleophilicity indices between the implicit and explicit solvent QC 

calculation. 

 Our DFT-PW calculation indicates the role of biological water in stabilizing coordination 

geometry of Ca
2+

 ions in CaM loops besides that of loop residues. The coordination energy range 

remains similar across the loops. Our calculation thus yields a robust picture of stabilization of 

Ca
2+

 ion coordination geometry. This picture of stabilization is largely similar to our previous 

PCM results.
68

 In contrast, the novel feature that comes out of our present calculation is that the 

biological water molecules also contribute to the coordination energy range with maxima around 

-20 eV, which corresponds to an ultraviolet (UV) frequency regime of 10
15

 Hz. UV-visible 

spectroscopy has been used to study role of hydration layer on stability of nano-capsules
227

, 

fullerenes
228

 and anions
214

. Moreover isolation of CaM loops is also feasible through grafting 

approach and has been used to determine site specific Ca
2+

 ion binding affinities.
229

 Hence the 

role of biological water molecules in stabilizing the Ca
2+

 ion can be verified experimentally 

through UV-visible spectroscopy techniques on isolated CaM loops.  

7.4 Conclusions 

 To conclude, we perform for the first time quantum calculations on protein with explicit 

hydration layer water molecules. Our calculations capture nucleophilic character of both Y99 

and Y138 in holo-CaM, as suggested in in-vivo and in-vitro experiments. We predict that these 

sites are not nucleophilic in apo-CaM which can be verified experimentally. This difference can 

be ascribed to the differences in local interactions of solvent exposed polar tyrosine residues 

through hydrogen bonds with water molecules. Our studies indicate the necessity to go beyond 
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commonly employed continuum model for microscopic understanding of protein functions. 

However, explicit consideration of the hydration water molecules alone captures the 

functionalities at the cost of modest increase in computation time (~5 times for our calculations) 

compared to continuum calculations. We thus come up with a computationally viable 

microscopic model which can be applied to various bio-molecular systems, relevant in cellular 

processes.   

Appendix I 

Pseudopotential 

 Valence wavefunctions suffer from rapid oscillations near ion cores due to orthogonality 

requirement. This requires many Fourier components or very fine mesh to describe the 

wavefunctions accurately. One way of solving this problem is the use of pseudopotentials
230

 in 

which the collective system of nuclei and core electrons are described by an effective and 

smooth potential. The Kohn-Sham equations
49

 are then solved for the valence electrons only. 

The pseudopotentials are constructed such that the correct scattering potential is obtained beyond 

a certain radius from the core. This method reduces the number of wave functions to be 

calculated, since the pseudo potentials only have to be calculated and tabulated once for each 

type of atom, so that only calculations on the valence states are needed. A different approach is 

the augmented-plane-wave method (APW), in which space is divided into atom-centered 

augmentation spheres inside which the wave functions are taken as some atom-like partial 

waves, and a bonding region outside the spheres, where some envelope functions are defined. 

The partial waves and envelope functions are then matched at the boundaries of the spheres. The 

PAW
218, 220

 approach developed by Bochl combines the above two methods. 

 

https://en.wikipedia.org/wiki/Wavefunctions
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Appendix II 

Partial density of states 

 The probability of finding an electron at specific point ( zyx ,, ) is given by  
2

,, zyx . 

The electrons at bottom of conduction band behave like free particles trapped in a box. The wave 

function solution for electrons in a rectangular box of volume, zyx LLLV   is: 

          zkykxkzyx zyx sinsinsin,,       (1) 

Where zyx kkk ,,  are the wave vectors for an electron in the zyx ,,  directions. Owing to the 

boundary conditions that the wave function goes to zero, the allowed wave vectors satisfy: 

   zzzyyyxxx nLknLknLk   ,,  , for zyx nnn ,,  integers.  (2) 

The spacek   volume for each allowed state is V/3 , the reciprocal being state density. The 

number of states available for a given magnitude of k  is calculated by constructing a sphere of 

radius, k  and thickness, dk . Volume of this spherical shell in spacek   is dkk 24 . 

 The number of k states within the spherical shell,   dk
V

kdkk
3

24


     (3) 

Since, each k state can hold two electrons of opposite sign and considering positive values of 

zyx nnn ,,  to avoid multiple counting of the same quantum state, we get 

     dk
Vk

dkk
2

2


         (4) 
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We re-write the expression in terms of energy following the simple relationship, where m  is 

the effective mass: 

   



m

k
E

2

22
        (5) 

   
 

2

2
2






mEE
k

f
, with respect to Fermi level, fE    (6) 

and differentiating:  dE
m

kdk
2

2
2




        (7a) 

Combining (6) and (7a): 

   
 fEEm

dEm
dk






2
      (7b) 

Plugging (6) and (7) into (4): 

    
 

fEEm

dEmVk
dkk






2
2

2


  

    
  

dE
EEmVm f

32

2
1

2




      (8) 

 

 

Dividing byV , the number of electronic states in conduction band per unit volume over an 

energy range, dE  is 
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    
  

dE
EEmm

dEE
f

32

2
1

2





     (9) 

The atomic partial density of states is calculated by considering volume of a particular atom 

having a cut-off radius, usually defined by the Wigner-Seitz radius. 
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